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ABSTRACT
Malaria transmission in many parts of the world specifically in Bangladesh and southern African countries is unstable and epidemic. An estimate of over a million cases is reported annually. Malaria is heterogeneous, potentially due to variations in ecological settings, socio-economic status, land cover, and agricultural practices. Malaria control only relies on treatment and supply of bed networks. Drug resistance to these diseases is widespread. Vector control is minimal. Malaria control in those countries faces many formidable challenges such as inadequate accessibility to effective treatment, lack of trained manpower, inaccessibility of endemic areas, poverty, lack of education, poor health infrastructure and low health budgets. Health facilities for malaria management are limited, surveillance is inadequate, and vector control is insufficient. Control can only be successful if the right methods are used at the right time in the right place. This paper aims to improve malaria control by developing malaria risk maps and risk models using satellite remote sensing data by identifying, assessing, and mapping determinants of malaria associated with environmental, socio-economic, malaria control, and agricultural factors.
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1. INTRODUCTION
Malaria is a major public health problem in many developing countries, including Bangladesh and southern African countries. The World Health Organisation (WHO) has estimated that over one million cases of malaria are reported each year in Bangladesh [1]. This paper studies the risk factors for malaria in Bangladesh. The country has an area of 147,570 sq km and a population of 143.8 million. Out of total 64 administrative districts, 13 are in the high malaria endemic area located along the border areas with India and Myanmar. About 98% of the total malaria morbidity and mortality occurring in Bangladesh each year is reported from these districts and more than 75% of the cases are P. falciparum malaria. In 2004 the official annual number of laboratory confirmed malaria cases was almost 60,000 with more than 500 deaths [1]. However, the number of unreported and clinically diagnosed malaria cases is estimated to range between 400,000 and 1 million [1].

Seven of the 34 malaria mosquito species found in Bangladesh have been incriminated in malaria transmission [2]. Four species are important malaria vectors: Anopheles dirus, An. philippinensis, An. sundaicus and An. minimus. The other three (An. aconitus, An. annularis, and An. vagus) have been incriminated during malaria outbreaks. An. dirus is the primary vector. It is associated with the hilly forested and foothill areas in the eastern part of the country and largely rests outdoors. An. minimus is also an important vector in these areas. The peak hours of biting are 22:00-24:00 for An. dirus and 20:00-22:00 for An. minimus. An. philippinensis is a malaria vector of the central flood plain and deltaic regions of the country and An. sundaicus is found in the coastal areas.

The malaria disease burden and malaria risk factors are poorly studied in Bangladesh. Malaria was almost under control in 1971-1972. Malaria incidence has been increasing since 1973 with periodic epidemic outbreaks (Figure 1). Like other vector borne diseases it is of paramount importance to investigate the bionomics of the malaria vectors and their relation with ecological factors for any given situation. Malaria control is not possible if risk factors are not identified and controlled.
Malaria control in Bangladesh faces many formidable challenges, such as inadequate accessibility to effective treatment, lack of trained manpower, inaccessibility of endemic areas, the population at risk for malaria is poor, lacks education, and often belong to ethnic minorities. Health facilities for the management of severe malaria are limited, surveillance is inadequate, and vector control is insufficient.

To improve malaria control interventions it is important to know where resources will be spent most efficiently. By applying spatial tools such as Remote Sensing (RS), Geographical Information Systems (GIS) and spatial statistics this task will be made easier. The use of RS and GIS for investigating spatial relations between malaria risk and risk factors is rare in Bangladesh. However, a recent study showed correlations between malaria cases and satellite-based vegetation health proxies (moisture and thermal conditions) during the rainy season in Bangladesh [16]. Furthermore, investigations on malaria mosquitoes in the flood plains of the country found that vector densities were more affected by large-scale environmental changes and population growth than to flood-control activities [3].

Malaria investigations in the eastern forests of Bangladesh during the late 1970s showed a seasonal and holoendemic malaria transmission pattern and determined several aspects of the biology of the primary vector *An. dirus* [14],[15].

However, no study has yet been carried out to investigate the combined effects of socioeconomic, entomological, and environmental risk factors for malaria in Bangladesh. Some studies of this type have been done in other epidemiological settings in Asia, Africa, and the Americas. Early studies successfully used RS and GIS technologies to detect mosquito breeding habitats [7], predict densities of *Anopheles* vectors [26], [17], and classify the risk of malaria transmission [4]. A malaria risk analysis in Sri Lanka using GIS found increased risk in areas characterized by higher than average rainfall, greater forest coverage, slash and burn cultivation, presence of abandoned irrigation reservoirs, and poor socio-economic status [10]. Surface slope and wetness indices derived from spatial modeling (GIS, RS and Digital Elevation Models, DEM) were positively associated with the abundance of several major malaria vectors in Thailand [23]. Such associations permit real-time monitoring and prediction of vector distributions, facilitating improved control before mosquitoes emerge and transmit disease. In coastal Kenya, [11] used Radar remote sensing to identify environmental factors associated with malaria risk. A risk map was generated to show populated areas within a 2 km buffer zone around wetland areas associated with high larval breeding. By using 1 m spatial resolution Ikonos images and computer modelling based on topographic land cover features it was possible to identify 40% of anopheline larval habitats in the highlands of Kenya [13]. Panchromatic aerial photos identified only 10% and Landsat TM 7 images was not able to identify any breeding habitats. In Gambia [24], and Kenya [7], RS-derived NDVI (Normalized Difference Vegetation Index) lagged by one month showed significant correlations with malaria cases. NDVI is often used as a proxy for monitoring vegetation development as a response...
to regional rainfall distribution and can be used for malaria forecasting. This paper investigates Normalized Difference Vegetation Index (NDVI) stability in the NOAA/NESDIS Global Vegetation Index (GVI) data for the period 1982-2003 [9]. AVHRR weekly data for the five NOAA afternoon satellites NOAA-7, -9, -11, -14, and NOAA-16 for dataset is studied. It was found that data for the years 1988, 1992, 1993, 1994, 1995, and 2000 are not sufficiently stable compared to other years because of satellite orbit drift, and AVHRR sensors degradation. For our research the data for 1982, 1983, 1985, 1986, 1989, 1990, 1996, 1997, 2001, and 2002 are assumed to be standard due to the fact, that equator crossing time of satellite fall within 1330 and 1500, and hence maximizing the value of coefficients. The crux of the proposed correction procedure is to slice the standard year’s data set into two subsets. The subset 1 (1982, 1985, 1989, 1996, 2001) called standard data correction sets is used for correcting unstable years and then corrected data for this years compared with the standard data in the subset 2 (1983, 1986, 1990, 1997, 2002) that are used for data validation. The main objective of this paper is to correct the NDVI data for unstable years by the method of Empirical Distribution Functions (EDF). The corrected dataset can be applied to improve public health through reduced malaria burden, cost-effective malaria risk control using remote sensing and environmental data, and contributions to development of a Malaria Early Warning System for Bangladesh which represented globally.

2. DATA AND PROCESSING

Satellite data were collected from the NOAA/NESDIS Global Vegetation Index (GVI) data set [8] [9] which is one of the most widely used satellite products worldwide. The GVI is produced by sampling and mapping the 4-km daily radiance in the VIS (Ch1, 0.58-0.68 μm), NIR (Ch2, 0.72-1.1 μm) in Fig. 2 measured onboard NOAA polar-orbiting satellites, to a 16-km map. To minimize cloud effects, these maps, including the NDVI, solar zenith angle, and satellite scan angle, are composited over a 7-day period by saving those values that have the largest difference between VIS and NIR reflectance for each map cell. The weekly GVI data from January 1982 through January 1985 for NOAA-7, from April 1985 through September 1988 for NOAA-9, from October 1988 through August 1994 for NOAA-11, from March 1995 through December 2000 for NOAA-14, and from January 2001 through December 2003 for NOAA-16 were used here.

During 1985-2000, the performance of the channel 1 and 2 differed between NOAA-9, NOAA-11, and NOAA-14 satellites and most importantly, degraded over time for each satellite differently. Since there is no in-flight calibration of channel 1 and 2 of the AVHRR, the question arises as to the validity of the pre-launch calibration coefficients, both in the early days after launch and, perhaps more seriously, after the AVHRR has been in space for a long time. There is a clear evidence in several environmental products, such as the NDVI, global cloud morphology, and earth radiation budget [8], that are generated from channel-1 and channel-2 AVHRR data to indicate that the performance of the instrument these two channels has deteriorated after launch. The need to correct for this in orbit degradation has been keenly felt recently since it is now being proposed to use the long-term records of AVHRR-derived environmental products in climate and global change studies [18] [19] [20] [21] [5] and the degradation of the instrument with time is clearly illustrated by the results shown in Fig. 3. Therefore, the standard data preparation procedure for the 7-day composite time series now includes a correction of Ch1 (VIS) and Ch2 (NIR) values following Rao and Chen [20].

![Fig. 2. Normalized spectral response of AVHRR](image-url)
3. METHODOLOGY

For each satellite, we construct the NDVI time series and also approximate linear trend using least square technique. From trend equation, we estimate two values: the largest difference \((dN_t)\) between NDVI at the beginning \((N_b)\) and the end \((N_e)\) of satellite life and difference \(dN_s\) between NDVI at the beginning of the next \((n)\) satellite \((N_{bn})\) and at the end of the previous \((p)\) one \((N_{ep})\). [12]

\[
dN_t = 100 \times \frac{(N_e - N_b)}{N_b}; \quad dN_s = 100 \times \frac{(N_{bn} - N_{ep})}{N_{ep}}
\]

(1)

If the \(dN_t\) values are positive then the NDVI time series upward trend and downward for negative value; positive \(dN_s\) indicate larger NDVI at the end of the previous satellite and smaller NDVI in the opposite case.

There is no available physical method that can be used to correct for the stability of NDVI. Therefore, we developed a statistical model for the correction of NDVI. The empirical distribution function (EDF) is a statistical technique which is used to generate a normalization data of the years 1988, 1992, 1993, 1994, 1995 and 2000 compared with standard Empirical distribution function (EDF) approach is based on the physical reality, that each ecosystem may be characterized by very specific statistical distribution, independent of the time of observation. It is the best available technique to normalize satellite data. It allows us to represent global ecosystem from desert to tropical forest and to correct extreme distortions in satellite data related to technical problem. To generate the normalization data, we begin by selecting samples of unnormalized earth-scene data covering as much of the range intensities as possible. For NOAA satellites, the area will be rectangular, extending several thousand pixels from desert to tropical forest (both east to west and north to south). Corresponding to the incoming radiance from any pixel, the instrument will respond with an output, \(x\). One can compile the discrete density function, i.e., the histogram, describing the relative frequency of occurrence of each possible count value, for each year. For year \(i\), which is the year to be normalized, let the histogram be \(p_i(x)\). An EDF, \(P_i(x)\) can then be generated; viz.[ 25],

\[
P_i(x) = \sum_{t=0}^{x} p_i(t)
\]

(2)

The EDF is also known as a cumulative histogram of relative frequency. It is a non-decreasing function of \(x\), and its maximum value is unity.

For convenience, however, we have chosen the maximum value to be 1; i.e., if the maximum possible output in counts is \(x\), then \(P(x) = 1\), as shown in Figure 4.
In these terms, the basic premise of normalization is that for each output value \( x \) in year \( i \), the normalized value \( x' \) should satisfy [25]

\[
P_s(x') = P(x), \quad (3)
\]

Where the subscript \( s \) refers to the standard year. In practice, not only is \( P_s \) non-decreasing, but it is also monotonically increasing as a function of \( x' \) in the domain of \( x' \) where there are data. Therefore, it can be inverted, yielding the solution for \( x' \), [25]

\[
x' = P_s^{-1}(P(x)) \quad (4)
\]

When it is applied sequentially for every possible count value \( x \), equation 4 generates the normalization data relating each \( x \) to an \( x' \). Fig. 5 shows how the procedure is applied in actual practice to generate the normalization data [25]. The figure shows idealized EDF’s for the standard and unnormalized years \( i \). In the figure the EDF’s are continuous, but in practice they are discrete, being specified only integer values of \( x \).

To find \( x'1 \), the normalized count value corresponding to the unnormalized count value of \( x_1 \), the following is the procedure: First, for the count value \( x_1 \) in unnormalized year \( i \), find the decimal or percentage value from the EDF of year \( i \). In the illustration it is \( P_i(x_1) \). Then find the point on the standard year’s EDF with the same decimal or percentage value. According to equation 3, that decimal or percentage can also be expressed as \( P_s(x'_1) \). Finally, use the EDF of the standard year to find the normalized count value \( x'_1 \). Since the data are actually discrete, we will need to interpolate within the EDF of the standard year to find the value \( x'_1 \). Using this technique, we can generate the normalization data. Therefore, we choose EDF method for the normalization of satellite data to improve the cost effective malaria risk control.

4. RESULTS AND DISCUSSION

We produce NDVI time series of five NOAA satellites, which is illustrated in Fig. 6.
Data from the afternoon polar orbiters is preferred for producing the NDVI time series because of the high sun elevation angle (low solar zenith angle). However, the equator crossing time drifts to a later hour as the satellites age [27]. Satellite orbit drift results in a systematic change of illumination conditions which is one of the main sources of non-uniformity in multi annual NDVI time series. Fig. 6 shows that the NDVI data of 1988, 1992, 1993, 1994, 1995 and 2000 are nonuniform compared to other years because of satellite orbital drift, and sensor degradation. Therefore, we need to correct the data of those years. We apply EDF for the correction of data of those years. First, EDF construct for unnormalized data and then generate the normalize data compared with standard. Figure 8 shows how the procedure is applied in actual practice to generate normalization NDVI value [10]. The figure shows idealized EDF’s for the standard and the year of 1988. As EDF are based on cumulative histogram, they are discrete. But in Figure 7 they are shown as continuous function.

For example, for the NDVI value 0.16 in year 1988 (Fig. 7) find the value from the EDF of year 1988. In the illustration it the EDF_{1988} is 0.6. Then find the point on the standard year’s EDF with the same EDF value. According to equation 3, that the EDF value can also be expressed as the EDF_{standard} is 0.6. Finally, use the EDF of the standard year to find the normalized count value 0.18. Since the data are actually discrete, we will need to interpolate within the EDF of the standard year to find the value of 0.18. Therefore, New NDVI value for 1988 = NDVI_{1988} + (NDVI_{standard} - NDVI_{1988}) or New NDVI value for 1988 = 0.16 + (0.18-0.16) = 0.18

Using this technique, we corrected data for the years 1988, 1992, 1993, 1994, 1995, and 2000 and produced new NDVI time in Fig. 8 which shows improvement of NDVI data (pink line) for the year 1988, 1992, 1993, 1994, 1995,
and 2000 which can be used for cost-effective malaria risk control and contributions to development of a Malaria Early Warning System for Bangladesh. This model also can be used globally for prediction in vector born diseases such as malaria, dengue etc.

5. CONCLUSIONS

Empirical distribution function approach proposed here can be used to correct GVI and similar satellite data sets for improving public health reduced malaria burden, cost-effective malaria risk control and contributions to development of a Malaria Early Warning System for Bangladesh which represented globally. It should also be noted, that resolution of the EDF technique is limited by the available representative sample. For years when EDF’s have steps, or flat spots, it results in errors. These are caused by the intensity levels with a zero frequency of occurrence in the histograms and are, therefore, an artifact of digitization or normalization. Typically, it should be determined by simulation. In addition, EDF’s are only applicable to continuous distributions.
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