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Abstract: The research aims to explore the association between behavioral habits and chronic diseases, and to identify a portfolio of risk factors for preventive healthcare. The data is taken from the Behavioral Risk Factor Surveillance System (BRFSS) database of the Centers for Disease Control and Prevention, for the year 2012. Using SPSS Modeler, we deploy neural networks to identify strong positive and negative associations between certain chronic diseases and behavioral habits. The data for 475,687 records from BRFSS database included behavioral habit variables of consumption of soda and fruits/vegetables, alcohol, smoking, weekly working hours, and exercise; chronic disease variables of heart attack, stroke, asthma, and diabetes; and demographic variables of marital status, income, and age. Our findings indicate that with chronic conditions, behavioral habits of physical activity and fruit and vegetable consumption are negatively associated; soda, alcohol, and smoking are positively associated; and income and age are positively associated. We contribute to individual and national preventive healthcare by offering a portfolio of significant behavioral risk factors that enable individuals to make lifestyle changes and governments to frame campaigns and policies countering chronic conditions and promoting public health.
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1. Introduction

This study emphasizes the importance of preventive healthcare for chronic diseases by identifying behavioral habits that may be linked to developing these conditions. Chronic conditions such as heart attack, cancer, chronic obstructive pulmonary disease, stroke, asthma, and diabetes are the leading causes of 70% of deaths in the U.S. [1]. These are long-lasting conditions that can be managed and controlled, although not always cured. Chronic diseases often result from unhealthy behaviors, such as lack of physical activity, poor nutrition, tobacco use, and excessive alcohol consumption, and can be prevented by introducing positive behavioral changes [1]. In the U.S., the number of people with chronic conditions has escalated over time: 125 million in 2000, 133 million in 2005, 141 million in 2010, and 149 million in 2015 [2]. By 2020, the number is expected to increase to 157 million, and by 2030 to 171 million. In terms of population percentages, the numbers represent an increase from 46.2% in 2005 to 49.2% in 2030 [3].

Providing healthcare for such a large patient population takes up 75% of the national healthcare expenditure [4]. By 2020, this figure is expected to rise to 80% [5]. The annual healthcare expenditure for a person with chronic illness is $6032, which is five times that of a healthy person ($1105). Additionally, healthcare spending for people with multiple chronic conditions amounts to more than $15,000 per annum/per beneficiary, which is roughly 15 times the amount of spending on people...
with no chronic conditions [2]. Most chronic diseases can be delayed, allayed, or even prevented through lifestyle changes. Chronic disease prevention and control, therefore, occupies an integral aspect of the national budget.

In the current research, we emphasize preventive healthcare for chronic diseases by focusing on the association between behavioral habits (such as smoking, alcohol consumption, fruits and vegetable consumption, and exercise) and chronic diseases (such as stroke, diabetes, heart attack, and asthma) using neural networks. Neural networks are ideal for problems that involve pattern recognition. The data for the U.S. (475,687 records) were collected from the Behavioral Risk Factor Surveillance System (BRFSS) database of the Centers for Disease Control and Prevention for the year 2012. Our study identifies strong trends in the association between certain chronic diseases and certain behavioral habits. Our finding of a portfolio of risk factors contributes to sustaining individual well-being and promoting public health.

The rest of the paper is organized as follow: Section 2 offers the background for the research; Section 3 defines the research methodology; Section 4 discusses the analyses and results; Section 5 offers the scope and limitations of the research; and Section 6 gives conclusions and policy implications with future research directions.

2. Research Background

2.1. Behavioral Factors and Chronic Diseases

Chronic, or non-communicable, diseases are those that progress slowly but have a long duration. They are not passed from person to person. Chronic diseases include cardiovascular diseases such as heart attacks and strokes, chronic respiratory diseases such as asthma, and diabetes. In the U.S., chronic diseases not only affect the quality of life; they also drive up healthcare costs and limit healthcare affordability, and they occupy an integral aspect of the economy. Most chronic diseases are preventable and can be mitigated. This research is focused on the predominant chronic conditions of heart attack and stroke, asthma, and diabetes.

Strategies and interventions for reducing risk factors that cause or worsen chronic conditions are extremely important. The U.S. Centers for Disease Control and Prevention (CDC) posits that elimination of the three risk factors of poor diet, smoking, and physical inactivity can eliminate a large percentage of heart attacks, strokes, and diabetes [1]. The CDC suggests a framework of four domains for chronic disease prevention efforts. Epidemiology and surveillance efforts include identification of vulnerable and affected populations, providing solutions, and monitoring the progress. Environmental approaches include facilitating and promoting healthy behaviors in various settings. Health system interventions include clinical and preventive efforts at improving healthcare delivery, reducing risk factors, and managing complications. And community programs include those linked to clinical services to promote effective management of chronic conditions. The domains represent strategies and interventions directed toward improving public health across a range of chronic diseases. Most research on chronic disease mitigation and prevention fall into one of the categories in the framework [6]. We categorize our study in the environmental approach to the management of chronic conditions. We identify unhealthy behavioral tendencies that influence chronic conditions and suggest efforts to cultivate healthy behaviors by individuals. The incidence of non-communicable chronic diseases is strongly associated with the globalization of unhealthy lifestyles [7–9], including improper nutrition, alcohol and tobacco overuse, lack of physical activity, environmental pollution, and chronic infection [10]. Physical inactivity is a major risk factor in cardiovascular diseases, such as type II diabetes, hypertension, anxiety, and depression [11], all of which are leading factors of morbidity and mortality [12,13]. Obesity, which may result from lack of exercise, increases the chances of chronic inflammation, insulin resistance, glucose intolerance, and hormonal imbalance [14–16]. A healthy diet, including a balanced intake of fruits and vegetables, is one of many measures to counter obesity and other conditions [17]. Smoking is another important risk factor for chronic diseases. The incidence
and duration of smoking has been associated with an increased risk of chronic obstructive pulmonary disease [18]. In the U.S. in 2015, approximately 15% of all adults (36.5 million) were cigarette smokers, and more than 13 million live with a smoking-related disease [3]. Additionally, people diagnosed with smoking-related chronic diseases were found to be current smokers. There is a need for evidence-based approaches that prevent smoking initiation or increase smoking cessation in the U.S. The behavioral risk factors of smoking, alcohol consumption, improper diet, and lack of physical activity contribute to about half of the burden of diseases in developed countries [7,19]. These factors are not equally distributed through the population but tend to concentrate and affect the most vulnerable segments [20].

The exposure to behavioral risk factors is temporal and varies with demographic characteristics such as age and income, among others [21]. Also, behavioral habits occur on a long-term basis and can have an impact on the health of individuals [21]. Epidemiological studies emphasize the importance of measuring the impact of multiple lifestyle risk behaviors on people’s health [21].

Promoting good behavioral habits can positively influence the prevention or delay of disability, dementia, frailty, and non-communicable/chronic conditions [21]. Modifying behavioral habits consists of disrupting the cue-response association, the fundamental principle for habit formation [22]. Avoiding exposure to everyday cues can help facilitate behavior change. Our research on behavioral habits and the association with chronic conditions is based on the underlying premise that behavioral habits, if identified, can be addressed and modified.

2.2. Neural Networks in Healthcare

Healthcare is a domain that has deployed health analytics for various areas, including preventive health and wellness and disease management [23]. In disease management, by identifying the affected populations in different disease categories, analytics helps target customized management techniques and practices that will mitigate the disease as well as prevent the onset of associated medical conditions.

Because of their ability to perform input-output mapping of data without a priori knowledge of distribution patterns, neural networks are appropriate for applications that deal with large volumes of data and with fuzzy or noisy data. These networks have the ability to learn from experience, generalize from previous examples, and abstract relevant features from irrelevant data inputs [24]. Neural network applications in the domain of chronic disease management include automatic prediction of exacerbations in Chronic Obstructive Pulmonary Disorder [25]; diagnosing myocardial infarction [26–29], coronary artery disease [30–32], chronic heart failure [33]; predicting heart diseases [34]; classifying other types of heart disease [35]; diagnosing diabetes on small mobile devices [36]; and identifying behavioral health problems of patients who are at high risk for hospital admission [37]. In most chronic diseases, early detection is beneficial for effective management of the conditions.

2.3. The Neural Network Model

A neural network consists of a series of processing elements called neurons that are interlinked to form a network. Each link has a weight associated with it. Each neuron receives stimuli (information) from the surrounding neurons that are linked to it, processes the information, and produces an output [38]. A neural net consists of an input layer, one or more hidden layers, and the output layer. The neurons in the input layer receive stimulus from outside the network; the neurons in the hidden layer receive stimulus from the interconnected neurons and pass on the output to other neurons within the network; and the neurons in the output layer receive the stimulus from the linked neurons and pass on the output externally. Different neural network structures arise based on combinations of neurons and layers [39].

In this research, a Multilayer Perceptron (MLP) feed forward neural network was used and trained with the error back propagation algorithm. The MLP consists of an input layer, one or more hidden layers, and an output layer. Information moves in a forward direction through the network. The number of neurons at the input layer is guided by the number of independent variables, while the number of neurons at the output layer correlates with the number of values that need to be predicted.
Unlike the input and output layers, there are no widely accepted rules for determining the optimal number of hidden layers. A less than optimal number of hidden units will result in hampering the network’s learning of the input-output mapping. A more than optimal number of hidden units will result in the network generalizing poorly on new data. The optimal configuration is most often derived by trial and error approach [24].

The network is initially fed an array of input-output values. It is then trained using the backpropagation algorithm to assign appropriate weights for the connections and calculate the outputs. The accuracy of the predicted outputs is then estimated by comparing with known values. Error signals are created out of such comparisons and are propagated backwards through the various layers. The network then adjusts and updates the weights appropriately. These training iterations are repeated until the network learns to adjust the weights and arrives at predictions that show a minimal difference with the actual values.

3. Research Methodology

3.1. Data Collection

Data for 475,687 records were collected from the CDC’s Behavioral Risk Factor Surveillance System (BRFSS) database for the year 2012. The indicators for behavioral habits include alcohol consumption, regular soda consumption (sugar), frequency of smoking, frequency of drinking alcohol, weekly working hours, fruit consumption, vegetable consumption, and exercise. The indicators for chronic diseases include heart attack, stroke, asthma, and diabetes. The demographic variables of marital status, income level, and age are included. The data for the variables was extracted at a state level for the state of New York. The variables and their description are shown in Table 1.

For the neural network analysis, the independent variables were the behavioral habits of alcohol consumption, regular soda consumption (sugar), frequency of smoking, frequency of drinking alcohol, weekly working hours, fruit consumption, vegetables consumption, and exercise. The dependent variables were heart attack, stroke, asthma, and diabetes.

We analyzed the data for the following proposition. We have included demographic variables in the analysis. Even though the demographic variables are not modifiable, they play a major role in the onset of chronic conditions. Also, analyzing demographics in relation to chronic diseases can facilitate targeting and planning of future intervention and wellness programs.

Chronic diseases have a positive association with alcohol consumption, soda consumption, weekly working hours, marital status, income level, and age; and a negative association with fruit and vegetable consumption, and exercise.

3.2. Analytics Tool Selection

SPSS Modeler was utilized with its functions of Neural Networks, Association, and Bayesian networks. The model building stage consisted of experimenting with one and two hidden layers with various combinations of nodes to determine the best model. The training-testing percentages of 50–50, 60–40, and 70–30 were used. Neural Network builds the model by learning from the potential correlation between independent (behavioral habits) and dependent (chronic diseases) variables. It then validates the model results by comparing the predicted values with the actual values. In such applications, neural network systems are better than conventional computers that follow a set of instructions to solve a problem.
Table 1. Variables in the research.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral Habits:</td>
<td></td>
</tr>
<tr>
<td>Smoking history</td>
<td>Smoked at least 100 cigarettes in the entire life or not</td>
</tr>
<tr>
<td>Frequency of drinking alcohol</td>
<td>Number of days of having at least one alcoholic drink per week or per month during the past 30 days</td>
</tr>
<tr>
<td>Frequency of drinking soda (sugar)</td>
<td>Frequency of drinking regular soda during the last 30 days:</td>
</tr>
<tr>
<td></td>
<td>1__ - Times per day (00–99)</td>
</tr>
<tr>
<td></td>
<td>2__ - Times per week (00–99)</td>
</tr>
<tr>
<td></td>
<td>3__ - Times per month (00–99)</td>
</tr>
<tr>
<td>Frequency of eating fruits</td>
<td>Times per day, week, or month eating fruit (not counting juice):</td>
</tr>
<tr>
<td></td>
<td>1__ - Times per day (00–99)</td>
</tr>
<tr>
<td></td>
<td>2__ - Times per week (00–99)</td>
</tr>
<tr>
<td></td>
<td>3__ - Times per month (00–99)</td>
</tr>
<tr>
<td>Frequency of eating vegetables</td>
<td>Times per day, week, or month eating vegetables (include tomatoes, tomato juice or V-8 juice, corn, eggplant, peas, lettuce, cabbage, and white potatoes that are not fried such as baked or mashed potatoes):</td>
</tr>
<tr>
<td></td>
<td>1__ - Times per day (00–99)</td>
</tr>
<tr>
<td></td>
<td>2__ - Times per week (00–99)</td>
</tr>
<tr>
<td></td>
<td>3__ - Times per month (00–99)</td>
</tr>
<tr>
<td>Exercise</td>
<td>Participated in any physical activity or exercise, other than a regular job, such as running, calisthenics, golf, gardening, or walking</td>
</tr>
<tr>
<td>Chronic Diseases:</td>
<td></td>
</tr>
<tr>
<td>Heart attack</td>
<td>If the person had a heart attack</td>
</tr>
<tr>
<td>Stroke</td>
<td>If the person had a stroke</td>
</tr>
<tr>
<td>Asthma</td>
<td>If the person had an asthma attack</td>
</tr>
<tr>
<td>Diabetes</td>
<td>If the person had diabetes</td>
</tr>
<tr>
<td>Weekly working hours</td>
<td>Hours working per week at all jobs and businesses combined</td>
</tr>
<tr>
<td>Demographics:</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>Married, Divorced, Widowed, Separated, Never married, a member of an unmarried couple (1–6)</td>
</tr>
<tr>
<td>Income level</td>
<td>Annual household income level</td>
</tr>
<tr>
<td>Age</td>
<td>Age of the person</td>
</tr>
</tbody>
</table>

4. Analysis and Results

SPSS Modeler and Auto Classifier Model are used to analyze the dataset. The analyses for model building, training, and testing phases are described below.

4.1. Neural Network Training and Testing

Neural Network with Auto Classifier model was selected as the one that works best with noisy and fuzzy data. Independent variables were selected in accordance with the weights assigned by the model. We adopted different combinations of hidden layers (one and two) and nodes, and experimented with different partition rates of the data set for training and testing: 50–50, 60–40, and 70–30 (training-testing %). Since we have a comparatively large dataset, we had the option of adopting the most strict partition rate for the neural net. The logic is that if the model functions well under such strict conditions, it would illustrate that the association is explicit and solid.

The iterations of 50%, 40% and 30% of the data set to test the training results for prediction were adopted to represent strict, moderate, and loose conditions, respectively. The Auto Classifier model
was used to explore possible classification models other than Neural Network for similar predictions using different approaches. The aggregate results are compared to determine the best approach.

We set the chronic disease of stroke and heart attack as the target or dependent variables, and all other behavioral habits variables as the predictor/independent (input) variables. Neural network models were run separately for each dependent variable. The six most important predictors for each of the dependent variables were selected to run the models again. The data had 2907 rows for analysis. Figure 1 shows the best model for predicting stroke, with the highest accuracy of 97.6%. The best fit model has one input layer, one hidden layer with four nodes, and one output layer. The partition rate of 50–50 was used.

The top three predictors for stroke under this model are age, weekly working hours, and frequency of drinking soda (sugar). Age is the number one predictor of stroke: the older the person, the higher the possibility of a stroke. Similarly, the higher the weekly working hours and the higher the frequency of drinking soda, the higher the possibility of having a stroke. The other predictors for stroke, in order, are consumption of vegetables and fruits, consumption of alcohol, income, frequency of smoking, and frequency of exercise. It has to be noted that in the data set, there was a disparity in the number of people who were diagnosed with a stroke (50 records) when compared to those who were never diagnosed with a stroke (2857 records). Given this situation, the model would have been able to precisely predict only one of the two groups, namely the group that was never diagnosed with a stroke. To solve this problem, the data size of people who were never diagnosed with a stroke was reduced to 500. Using different training/testing percentages, the model with data size 550 was selected as the one with the highest accuracy (89.1%). This model is also shown in Figure 1.

The best Neural Network models with data sizes 2907 and 550.

Figure 1. The best Neural Network models with data sizes 2907 and 550.

The top three predictors for stroke with this model are working hours, marital status, and consumption of fruits. The model classified 42.3% of people who were diagnosed with a stroke and 100% of people who were never diagnosed with a stroke. For the training data, the model predicted 40.741% of people diagnosed with a stroke, and 94.094% of people who were never diagnosed with a stroke. The prediction accuracy in training was higher than in testing. A summary of our analyses using neural network is shown in Table 2 with the best models highlighted.

The top three predictors for stroke with this model are working hours, marital status, and consumption of fruits. The model classified 42.3% of people who were diagnosed with a stroke and 100% of people who were never diagnosed with a stroke. For the training data, the model predicted 40.741% of people diagnosed with a stroke, and 94.094% of people who were never diagnosed with a stroke. The prediction accuracy in training was higher than in testing. A summary of our analyses using neural network is shown in Table 2 with the best models highlighted.
Table 2. Summary of Neural Network analyses.

<table>
<thead>
<tr>
<th>Chronic Disease</th>
<th>Input</th>
<th>Output</th>
<th>Training</th>
<th>Testing</th>
<th>Hidden Layers</th>
<th>Nodes</th>
<th>Accuracy</th>
<th>Top 3 Predictor Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke</td>
<td>10</td>
<td>1</td>
<td>50</td>
<td>50</td>
<td>1</td>
<td>Auto 1</td>
<td>96.8</td>
<td>Marital, sugar, fruit</td>
</tr>
<tr>
<td>Stroke</td>
<td>10</td>
<td>1</td>
<td>70</td>
<td>30</td>
<td>1</td>
<td>Auto 2</td>
<td>97.6</td>
<td>Age, marital, work</td>
</tr>
<tr>
<td>Stroke</td>
<td>10</td>
<td>1</td>
<td>60</td>
<td>40</td>
<td>1</td>
<td>Auto 3</td>
<td>96.6</td>
<td>Age, marital, sugar</td>
</tr>
<tr>
<td>Stroke</td>
<td>10</td>
<td>1</td>
<td>50</td>
<td>50</td>
<td>2</td>
<td>9</td>
<td>96.8</td>
<td>Sugar, work, fruit</td>
</tr>
<tr>
<td>Stroke</td>
<td>10</td>
<td>1</td>
<td>50</td>
<td>50</td>
<td>2</td>
<td>(2,9)</td>
<td>96.8</td>
<td>Age, work alcohol</td>
</tr>
<tr>
<td>Stroke</td>
<td>10</td>
<td>1</td>
<td>50</td>
<td>50</td>
<td>2</td>
<td>(9,9)</td>
<td>96.8</td>
<td>Smoke, fruit, work</td>
</tr>
<tr>
<td>Stroke</td>
<td>10</td>
<td>1</td>
<td>50</td>
<td>50</td>
<td>2</td>
<td>(3,3)</td>
<td>96.8</td>
<td>Age, work, income</td>
</tr>
</tbody>
</table>

Data Size 550

4.2. Comparison with Other Models

4.2.1. Association

The threshold (minimum confidence) was set to 94% in keeping with the high accuracy requirement for healthcare analytics. There were 68 people (12.386% of all records) who were married, did not drink in the past 30 days, and had smoked at least 100 cigarettes in their entire life. Of this group, 97.059% were diagnosed with a stroke. There were 114 married people whose income is more than $75,000. Of this group, 96.5% were diagnosed with a stroke. There were 134 people whose income is more than $75,000. Of this group, 96.4% were diagnosed with a stroke. The important predictors for stroke using association are marital status, alcohol consumption, smoking, and income. The results are shown in Figure 2.

4.2.2. Bayesian Networks

Analysis using Bayesian networks shows that the important predictors are alcohol, income, age, and marital status. The connections between exercise and other variables do not indicate causality but rather conditional dependencies or interrelatedness. Most of the people who did not have a stroke were those who exercised regularly and who did not smoke more than 100 cigarettes in their entire lives. The model is 96.09% accurate in the training phase. The model was less accurate in predicting
patients diagnosed with a stroke (76.67%) than in predicting patients who were never diagnosed with a stroke (98.4%). The model did not do well in the testing phase (70.9%) (Figure 3).

In summary, we show that behavioral habits such as physical inactivity and smoking make a significant contribution to the incidence of chronic diseases. People with higher income and with long working hours are more likely to be diagnosed with chronic diseases such as stroke. In comparing various data mining techniques, we see that in a biased dataset, only the Bayesian network model worked well because the majority of the predictors in the project were categorical. Neural network and association techniques could predict only one of the two groups well (in this case, those who were never diagnosed with stroke). After adjusting to an unbiased dataset, all the predictive techniques worked well.

![Bayesian Network](image)

**Figure 3.** Bayesian Networks: Model summary and predictor importance.

### 5. Scope and Limitations

Our research does have some limitations. First, our study is cross-sectional and covers the year 2012, while other studies could cover a larger time span. However, the research has value in that behavioral habits may occur on a long-term basis and therefore have an impact on the health of individuals. Second, the data is extracted at a state level (New York) thereby limiting the generalizability of the results. Future studies may be conducted at a more comprehensive national or global level, with more extensive coverage of chronic conditions. Third, it is possible that there are other variables that better explain the phenomenon of behavioral habits and chronic conditions. Fourth, it is also possible for the data to be skewed, thereby impacting the results. Lastly, the current research used SPSS Modeler, which is one of many analytic tools that are available and can be effectively deployed for data analyses.

### 6. Conclusions and Policy Implications

Our research shows that behavioral habits such as physical activity, alcohol consumption, and smoking are significant contributors to chronic diseases. In the investigation of chronic diseases most studies analyze individual behavioral habits such as diet [14,15,17], physical activity [16,17,40], smoking [18,41], and alcohol consumption [42,43]. In contrast, our research uses neural networks to analyze the combined influence of multiple behavioral habits on chronic diseases. We add to the body of literature on chronic diseases by offering a portfolio of behavioral risk factors. Neural networks have the advantage over other programs in analyzing large and complex data sets relating to the promotion of wellness and disease management [23]. Identification of populations of patients in different behavioral risk categories can improve delivery of wellness programs relating to chronic diseases. As an example, identifying patients who are at a risk of developing diabetes can help the
design of prevention and mitigation programs that not only prevent the occurrence of diabetes but also of other related chronic conditions [23].

Physical activity is important in reducing the rates of cardiovascular disease and other chronic conditions. An active physical lifestyle will contribute twofold: by reducing mortality and promoting healthy cognitive and psychological well-being. Even people with certain chronic conditions can reduce the risk of premature mortality by increasing their physical activity to moderate levels [40].

We show that alcohol consumption is another important indicator of chronic diseases. The International Classification of Diseases (ICD) published by the World Health Organization provides a system of diagnostic codes for classifying diseases. According to this, twenty five chronic disease and condition codes are attributable to alcohol [42,43], thus highlighting the criticality of alcohol consumption in mortality and morbidity.

Our findings on smoking as an indicator are significant. Smoking causes a systemic oxidant-antioxidant imbalance and an inflammatory response, both of which increase vulnerability to chronic conditions [41]. Dietary consumption of fruits and vegetables is an important component as a daily source of nutrition, dietary fiber, and phytochemicals [44]. A balanced diet of fruits and vegetables indirectly influences chronic diseases, by preventing weight gain and obesity, both of which are leading causes for chronic diseases such as type-2 diabetes [44]. It also reduces symptoms such as chronic inflammation, glucose intolerance and balanced hormone metabolism [14,17], all of which are precursors for chronic diseases.

Also relevant are socio-economic factors such as income and working hours. People with higher income and with longer weekly working hours are more likely to be diagnosed with chronic conditions like stroke. Regularly working long hours over a period of time is significantly associated with heightened risks of heart disease [45], hypertension [46], arthritis, diabetes [47] and non-skin cancer.

This study also shows that in a biased dataset, only the Bayesian network model worked well because the majority of predictor variables are categorical. After adjusting the data to make it unbiased, all the predictive techniques including neural network and association worked well.

Our study has several policy implications. First, our research focuses on the prevention and mitigation of chronic diseases, which is a top-level national objective from a healthcare and economic perspective. From a healthcare perspective, it addresses improving the public health of the population; and from an economic perspective, it addresses lifting the burden of the escalating cost of chronic disease management in the national healthcare budget. Our results have implications for preventive healthcare for chronic diseases at an individual and national level. At the individual level, identification of a portfolio of risk factors enables people to make lifestyle changes aimed at countering chronic diseases. At the national level, the portfolio enables governments to frame campaigns and policies that promote healthy behavioral habits to mitigate/prevent chronic diseases and promote public health.

Some campaigns are already underway in encouraging healthy behavioral habits. The Child Nutrition and WIC Reauthorization Act of 2004 was passed to encourage schools to offer wellness policies aimed at offering healthy nutrition in lunchrooms [48]. On the diabetes front, the “Managing Diabetes at School Playbook” campaign includes measures undertaken by the CDC to educate schoolteachers and staff in managing diabetes in schoolchildren [3]. On the obesity front, the “Let’s Move!” campaign initiated by former First Lady Michelle Obama is about educating parents to foster an environment that supports healthy choices for their children and themselves, providing healthier foods at schools and helping children become more physically active [49]. With regard to smoking, the CDC’s national “Tips from Former Smokers” campaign was initiated in 2012 with the objective of educating people about the harmful effects of smoking by featuring people who are living with serious long-term health effects of smoking and second-hand smoke exposure [50]. The Food and Drug Administration’s “Real Cost” campaign aims to make youth aged 12–17 aware of the risks of smoking by advertising the consequences that teens are most concerned about, such as loss of control due to addiction, loss of teeth, and damage to skin [50].
In addition to these initiatives, national policies regulating working hours are needed to reduce stress and improve health of employees, with the added benefit to employers of improved productivity resulting from satisfied employees [51,52].

In terms of future research, the phenomenon of chronic diseases is large enough to warrant future studies that encompass a more expansive dataset and a varied set of analytic techniques. In addition to association, future research can explore causality between behavioral habits and chronic diseases. Also of interest is the exploration of the role of gender in the association between working hours and chronic conditions. For instance, are women more susceptible than men to chronic diseases with prolonged exposure to longer working hours?

It is important to consider the influence of demographic factors—such as age, gender, body weight, and education—on chronic conditions. For alcohol-related studies, the drinking culture, alcohol policy, drinking environment, the association between smoking and chronic conditions, and other societal factors, should be looked at closely.

There is a pressing need for studies that deploy novel integrative approaches. Certain chronic diseases such as type 2 diabetes and atherosclerosis have an inflammation component that is “pathophysiological.” That is, the cause for the inflammation is not only physiological but also pathological (involving the mind) [53]. Therapeutic treatment of the inflammatory response is now being considered to manage the inflammation and investigate the causes. In the future there is scope for such translational research, integrating several disciplines, resources, expertise, and techniques to promote enhancements in prevention, diagnosis, and therapies for chronic diseases.

Lifestyle medicine is a fairly recent holistic approach to management of chronic diseases [54]. Lifestyle medicine addresses diet, physical activity, behavioral change, body weight control, tobacco and substance abuse, stress management, spirituality, and mind and body techniques. Future studies can investigate this approach and explore associated challenges and issues in the management of chronic conditions.

In today’s digitized world, social networks are increasingly used to build relationships with patients and families in order to extend patient care into the arenas of home, school and community [55]. Such relationships help integrate behavioral health and the social context of patient care into chronic disease management.

The future for chronic disease management is in revolutionizing healthcare by the introduction of healthcare information technology (HIT) in identifying diseases, personalizing treatment protocols with digital and web-based technologies, and integrating patient symptoms and medication data with environmental and genomic data [56]. The future also incorporates utilization of novel treatment approaches that combine psychological well-being with physiological well-being.

Author Contributions: Both the authors contributed equally to the preparation and submission of the research.

Conflicts of Interest: The authors declare no conflict of interest.

References


© 2017 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).