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pathways, hardware devices, and user groups. There are a myriad of fac-

tors that could impact the technology being evaluated, undoubtedly lead-

ing to many interesting paths or directions the evaluation can take.

Technology evaluations, particularly those involving such large-scale,

complex technology as shown, would be facilitated by having clearly

defined approaches for (1) defining the scope of the technology evaluation

and keeping it in focus and (2) generating initial and final research questions

that are tied to the ultimate research objectives. Developing such approaches

is complicated throughout a technology research study by the disconnect

between technical and research views of the technology. A mixed methods

approach and framework is needed to help bridge the above gap, wherein

researchers and technologists could communicate and corroborate more

effectively regarding both the technical aspects and social science research

issues/questions. Ideally, a goal of such a framework would be to translate

and depict the relevant research domains and metrics into a revised, research

friendly, technical representation of the system.

To address the aforementioned challenges an HFE approach is used. This

discipline is composed of two major activities: (1) analyzing user capabil-

ities, tasks, and the work environment and (2) applying the results of this

analysis to the design and testing of products, systems, and work environ-

ments (Karwowski, 2012; Salvemini, 1998). Human factors studies are rou-

tinely executed across different technological settings and government

agencies including the Federal Aviation Administration, Food and Drug

Administration, National Highway Traffic Safety Administration, and var-

ious branches of the U.S. Army and aerospace industry.2 Given the cost of a

systems or user error in such contexts can be catastrophic, major goals of

such research efforts include the reduction of user, system, and procedural

errors to ensure the safe and effective use of technology systems and the

development of agency-specific policy and guidelines for technology usage

and development. This approach further exemplifies the importance of

executing technology evaluations that go beyond that of focusing predomi-

nantly on outcome measures.

An HFE approach is inherently interdisciplinary, employing methodolo-

gies from several knowledge domains including cognitive psychology, com-

puter science, and organizational psychology. A human factors approach to

systems development is also inherently collaborative and metric driven,

requiring that users, developers, and subject matter experts work together

throughout the research and development process. Measurable goals and

objectives for design and usability as described earlier are also established

from the onset of system development (Salvemini, 1998).
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Human information processing models of user behavior are considered

to analyze and improve the interaction between people, technology, and

information; to develop user performance metrics and methodologies; and

for developing recommendations based on findings.3 Recommendations are

developed in the form of specific user requirements and other design guide-

lines and potential standards for improving the effectiveness of the technol-

ogy, which speaks directly to answering fundamental process evaluation

questions. Information processing models assume that humans, like tech-

nology systems, have identifiable stages of information processing, from

which data are passed serially or in parallel from one stage to the next.

Of particular importance is the analysis of how technology users initially

detect or sense information presented from the technology system (i.e.,

from data, signals, alarms, system messages, etc.), how that information

is subsequently interpreted, stored, and recalled from the user’s memory,

as well as the associated task(s) a user is required to perform as a result.

According to Proctor and Vu (2006) an information processing approach

(1) provides the foundation for much of contemporary cognitive science,

cognitive neuroscience, and human-computer interaction and (2) uses com-

mon language and concepts to integrate concepts across different domains,

levels, systems, and disciplines. Hence, this approach is particularly rele-

vant to criminal justice technology research and the study of user interfaces

(UIs).

The technology view of the GPS research evaluation in Figure 1 was

translated and reillustrated from an HFE and information processing per-

spective. Figures 2 and 3 depict an information processing and HFE view

of this same technology.

Figures 2 and 3, unlike Figure 1, emphasize the key research areas, over-

all research domains, and user interfaces for the evaluation. The term user

interface denotes a flow of information between the user and system. Such

information or data could be visual, auditory, as well as tactile, depending

on the system and the types of controls and data entry devices used to oper-

ate the system. By considering information processing models, user and

system behavior can be studied via a similar framework. More specifically,

by speaking in terms of information or data flow, researchers can have a

more integrated discussion of the technical and human/behavioral aspects

(operating efficiency) of the technology system being evaluated. Not sur-

prisingly, humans also have quantifiable limits as to the amount and range

of visual and auditory information they can correctly attend to and process

(Kondraske & Vasta, 1995; McBride, 2005; Woodson, 1981). Considering

such human limitations in a technology evaluation, and to what extent the
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technology fails to consider human behavior and characteristics, and the

consequences as a result, provides a more detailed view of how well the

technical system is performing.

At least four categories of research questions and metrics were identified

for consideration in the technology evaluation. That is (1) what are the char-

acteristics for the UIs? (2) what are the system or technology areas of con-

cern for those UIs? (3) what are the design characteristics of the information

or data being transmitted across those UIs? and (4) what are the overall

contextual and organizational factors within which the technology is used?

As shown in Figure 2, four categories of UIs and user groups are denoted:

(1) monitoring service staff, (2) offender supervisory staff, (3) the offender,

and (4) the victim. Each user group has different potential variables of inter-

est and interaction with the technology. Regardless of the user group, the

design characteristics of the information presented to those users are key

considerations as are those associated with ‘‘information design.’’

Figure 3 depicts the technology parameters of interest for the evaluation

as well as the contextual and organizational factors that could also affect

the operational impact of the technology. Technology researchers need to

be aware of organizational sources of human error. According to Bogner

(1994), latent errors may also occur based on the delayed-action conse-

quences of incorrect decisions made in the upper echelons of the organiza-

tion system. These include decisions concerning design and construction of

equipment, structure of the organization, planning, scheduling, budgeting,

personnel selection, and training. Consideration of such factors provides

a more systemic research view of the technology under study. More

importantly it provides insight into the impact that procedural elements

of technology system or policy may have on resulting outcome measures.

By researchers, technologists, and practitioners having a common infor-

mation processing framework to discuss the technology being researched,

more collaborative and integrated discussions can commence earlier in the

research process.

Guiding Principle 3: Adopt an Information Processing Approach to
Study Procedural and Operational Issues

As with any complex technological systems such as GPS tracking, things

can and do go wrong (St. John, 2013). An important goal in conducting

criminal justice technology evaluations is to understand why a given tech-

nology is effective or not as well translating such findings into meaningful

policy recommendations. This is challenging, given that the technologies
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used within the criminal justice system may entail several types of jobs and

work activities, user groups, and also vary widely in terms of cognitive

complexity. An information processing approach is also critical for evalu-

ating technology with respect to procedural and operational issues. Accord-

ing to Wickens and Carswell (2012) ‘‘information processing lies at the

heart of human performance. In a plethora of situations in which humans

interact with systems, the operator must perceive information, transform

that information into different forms, taken actions on the basis of the per-

ceived and transformed information, and process the feedback from that

action, assessing its effect on the environment’’ (p. 117). Such an approach

can be used in a technology evaluation and can point the researcher to

important human performance, operational, and procedural issues that

impact the ultimate effectiveness of the technology.

Within the example of GPS supervision of offenders, information varies

depending on the user group in question. As Figures 2 and 3 previously illu-

strated, such information is presented or displayed to the user via a variety

of hardware and software devices, from other people, and from the environ-

mental or usage context. For the user at the monitoring center, for example,

data are presented via computer displays, mapping software, voice commu-

nications, instruments on a control panel (if any), and through direct and

cross communications with other personnel and supervisors. Depending

on the circumstance and the action(s) taken or not taken, researchers can

then assess whether the action was appropriate or whether some type of

error was committed. Decision-making processes can be captured dia-

grammatically using cognitive task analysis to depict the steps of the

decision-making process as well as key informational inputs from the

technology (Wei & Salvendy, 2004). Further depending on the type and

severity of the error committed, this may directly impact the operational

accuracy and efficiency of the technology and the system overall (U.S.

Department of Justice, 2014). The error could also be a system or other

error such as a decision-making error on the part of the user. Certainly

in the case of someone at a monitoring center for GPS technology, their

specific job is to detect and receive signals, messages, and alerts, cor-

rectly interpret these pieces of information, and take some type of action

as a result. Judgment calls and decision making is central to the process

and may vary by individual, organizational policy, and training

experience.

Adopting an information processing approach is necessary to develop

needed definitions, standards, and procedures which operators would use in

the handling of critical system data such as in the case of alerts. For instance,

328 Evaluation Review 39(3)

 at JOHN JAY COLLEGE on June 9, 2015erx.sagepub.comDownloaded from 

http://erx.sagepub.com/


the terms ‘‘event’’ and ‘‘alert’’ may differ from one vendor or service provider

to the next. A distinguishing factor associated is how and where information

is processed into useful information before being passed to an agency or

an agency practitioner. For example, an event may be generated in a sys-

tem due to loss of connectivity between an offender tracking device and

the monitoring center, or in response to a zone violation (Harris, 2013).

If the event is restored or cleared in the system before a predetermined

threshold is exceeded, then the event will be ignored; otherwise an alarm

or alert may be generated by the monitoring service provider and passed to

the offender, victim, and/or supervising agency for their action. The exact

conditions that lead agency actions to occur are dependent upon both

agency policy in regard to data consumption, service agreements, and how

the service provider processes events into alerts, alarms, or other useful

information.

The notion of false alarms, particularly in the development of the

research protocols, requires more precise definition and categorization.

In the context of GPS offender monitoring, a general exclusion or mobile

exclusion zone alarm can occur when offender and victim are within a

certain distance of each other. It may be considered a ‘‘false alarm’’ if

the victim is unequivocally in no danger, or the offender is not violating

any terms of their orders. But the false alarm could be generated by an

equipment malfunction resulting in an error in the location data of offen-

der or victim, a processing error in the monitoring services that incor-

rectly defines the boundaries of where the offender may be, or the

offender and victim are in proximity but legally so, such as a court

appearance, or when transferring children under the terms of a custody

agreement. While these may all be perceived as false alarms, they repre-

sent significantly different events and should be categorized appropri-

ately based on frequency, importance, and severity. Such data would

serve in part as one metric of how well the technology was actually per-

forming and point to factors that may be degrading the effectiveness of

the technology.

According to Marchand and Peppard (2013), any information-based ini-

tiative requires that the interaction between people and information be a

central focus and that it is crucial to understand how people create and use

information. According to the researchers, success for a given analytics sys-

tems is achieved in part by challenging and improving the information it

uses and how decisions are made. An information processing approach can

also be used to better understand specific user tasks and the design of a

user’s overall job (McCormick, 1979; Morgenson, Campion, & Bruning,
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2012). By focusing on such aspects in the technology evaluation, more

specific design and/or policy recommendations can be generated. For

example, depending on the goals of a particular technology evaluation,

and based on core metrics and other human performance criteria, recom-

mendations, design goals, and standards may be generated regarding job

requirements, work conditions, and the performance requirements of other

human and system tasks. Such information is directly beneficial to a prac-

titioner and provides direct, measurable impact that can influence agency

operations.

Koper, Lum, and Willis (2014) discussed important challenges in using

technology in policing. According to the authors, challenges can arise dur-

ing implementation and with functionality problems with new technology.

Koper et al. (2014) advocate user participation in the implementation of the

technology as well as pilot testing and collection of data from users that can

be incorporated into its final design. This approach can aid in the identifi-

cation and correction of technology problems before implementation and

for determining its most effective applications.

Figure 4 depicts an HFE development approach taken from Salvemini

(1999), which is consistent with many of the recommendations by Koper

et al. (2014) when applied to technology development and testing.

In this process, users are continually involved throughout design,

testing, and deployment of the technology. An important early step

involves an analysis of user behavior, capabilities, tasks, and the work

environment. This information is then used to generate design require-

ments and for iterative design testing with technology users. Human

performance data and feedback collected is then applied to improve the

design of technology’s hardware, software as well as the technology’s

operational, maintenance, and training procedures. For example, assum-

ing testing involved an evaluation of the software interface used by

operators of electronic monitoring technology, such human performance

testing would reveal in part what level users are performing a range of

critical tasks. More specifically, the type and number of errors commit-

ted by users could then be further analyzed to identify potential trouble

areas for the technology. Problems identified could involve system

design deficiencies, which are associated with human information pro-

cessing errors. For instance, presenting too much information to users,

or presenting information that is unnecessarily complex, or inconsistent.

The results of this testing would enhance the utility of the research find-

ings and generate specific design and process recommendations for

improving the technology system.
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Conclusions

This article presents a research approach for facilitating technology evalua-

tions in the criminal justice system. This systemic approach, based on the

disciplines of HFE and information processing, emphasizes the importance

of analyzing the interaction between users, technology, and information at a

procedural level. By including an analysis of human performance, proce-

dural, and contextual factors as part of the technology evaluation, the present

approach extends beyond that of traditional evidence-based research meth-

odologies. A set of guiding principles is also presented for identifying and

defining important study metrics as well as for facilitating communication

Figure 4. Human factors engineering development and testing approach (Salvemini,
1999).
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within an interdisciplinary research team. Guiding principles can also inform

the overall process for conducting criminal justice technology research as

well as be integrated into an organization’s research process (Secret, Abell,

& Berline, 2011). The guiding principles described here are particularly

important in the early steps in the overall research process. This involves

executing a critical initial analysis phase wherein researchers clearly define

and understand the technology prior to any significant application or integra-

tion of social science methods. Only after the proposed guiding principles are

addressed can an outcome evaluation take shape. This would have a direct

impact on the technology researcher’s determination of the most appropriate

research questions and designs in evaluating a given technology and its sub-

sequent impact. Additionally, this phase has direct implications on the feasi-

bility of conducting rigorous technology outcome evaluations and the

ultimate utility of the research findings for practitioners and policy makers.
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Notes

1. Much of the recent work on evidence-based criminology has been conducted in

the policing field, therefore we discuss advances in evidence-based policing.

However, we intend to illustrate the lessons of these works that have implications

for researcher–practitioner collaborations across all fields of criminal justice.

2. Human factors engineering (HFE)-related Internet site for the government agen-

cies mentioned can be found at Federal Aviation Administration (https://www.hf.

faa.gov/ATAF/), Food and Drug Administration (http://www.fda.gov/Medical

Devices/DeviceRegulationandGuidance/HumanFactors/default.htm), NASA

(http://www.nasa.gov/centers/ames/research/area-human-factors.html), National

Highway Traffic Safety Administration (http://www.nhtsa.gov/Research/Humanþ
Factors), and U.S. Army (http://www.arl.army.mil/www/default.cfm?page¼31).

3. A thorough discussion of HFE and human information processing models is

beyond the scope of this article. For further information, please see seminal work

by Broadbent (1958), McBride (2005), Miller (1956), and Pashler (1998).
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