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Abstract

GEOMETRIC SEPARATION AND PACKING PROBLEMS

by

Ivo Vigan

Advisor: Professor Peter Braß

The first part of this thesis investigates combinatorial and algorithmic aspects of geometric separation problems in the plane. In such a setting one is given a set of points and a set of separators such as lines, line segments or disks. The goal is to select a small subset of those separators such that every path between any two points is intersected by at least one separator. We first look at several problems which arise when one is given a set of points and a set of unit disks embedded in the plane and the goal is to separate the points using a small subset of the given disks. Next, we focus on a separation problem involving only one region: Given a region in the plane, bounded by a piecewise linear closed curve, such as a fence, place few guards inside the fenced region such that wherever an intruder cuts through the fence, the closest guard is at most a distance one away. Restricting the separating objects to be lines, we investigate combinatorial aspects which arise when we use them to pairwise separate a set of points in the plane; hereafter we generalize the notion of separability to arbitrary sets and present several enumeration results. Lastly, we investigate a packing problem with a non-convex shape in $\mathbb{R}^3$. We show that $\mathbb{R}^3$ can be packed at a density of 0.222 with tori of major radius one and minor radius going to zero. Furthermore, we show that the same torus arrangement yields the asymptotically optimal number of pairwise linked tori.
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Chapter 1

Introduction and Motivation

In the first part of this thesis we focus on geometric separation problems in the plane. In such a situation one is given a set of points in the plane and a set of separating objects such as lines, line segments or disks and the goal is to select a small subset of those separating objects such that every path between any two points is intersected by at least one separating object.

The motivation for studying these types of problems comes from sensor networks. Historically, sensor networks tried to achieve full coverage of a region, where each point of the region has to be within sensing radius of at least one sensor. In [67], an alternative type of coverage, called Barrier Coverage, was introduced, where the goal is to place few sensors or guards to detect any intruder into a given region. Barrier coverage received considerable attention (see for example [14],[24],[25],[66],[68],[83],[87]) and the separation problems studied here should be seen as extending this line of research.

The main results of this thesis are split into four chapters.
Chapter 2 considers the problem of given a set of points in the plane and a set of unit disks, separating the points, the goal is to select a minimum size subset of the disks such that any path between any pair of these points is intercepted by some disk. We present a \((9 + \epsilon)\)-approximation algorithm for this problem which results in a 6-approximation if none of the disks contains a point. Next, we show that this problem is \(\text{NP}\)-complete, even if no point is contained in any disk. Using a similar reduction, we further show that removing a minimum subset of a given collection of unit disks, such that the such that the plane minus the arrangement of the remaining disks consists of a single connected region is also \(\text{NP}\)-complete. Lastly, we show that the Multiterminal Cut Problem remains \(\text{NP}\)-complete on unit disk graphs.

In Chapter 3, we are given a region bounded by a piecewise linear closed curve, such as a fence and we want to place few guards inside the fenced region, such that wherever an intruder cuts through the fence, the closest guard is at most a distance one away. Another way of looking at this problem is from an Art Gallery perspective (see for example [73]), where the polygon represents a gallery and, regardless where on the wall a painting is hanged, the closest guard is at most a distance one away. More formally, we define a geodesic unit disk as all the points in a polygon whose shortest path distance to the disk center is at most one. We present an \(O(n \log^2 n + k)\) time 2-approximation algorithm finding a collection of geodesic unit disks covering the boundary of a simple polygon on \(n\) vertices, with \(k\) denoting the number of disks found by the algorithm. The algorithm then returns a set containing the disk centers. We end this chapter by presenting a simple linear time algorithm which achieves an asymptotically optimal approximation ration when the polygon perimeter is much larger than \(n\).

In Chapter 4 we first enumerate the number of ways a set of points in convex position in
the plane can be pairwise separated by a set of lines and we later generalize this notion and the enumeration results to arbitrary sets. For a set $S$ of $n$ points in the plane, a linear bipartition of $S$ is a set $\{U, S \setminus U\}$ consisting of two disjoint nonempty subsets of $S$ which respectively are fully contained in the two open half-planes bounded by some line. A set $\mathcal{P}$ of linear bipartitions is called a linear separating family for $S$ if every two elements in $S$ are separated by some bipartition in $\mathcal{P}$. In addition, $\mathcal{P}$ is called minimal, if no proper subset of $\mathcal{P}$ is a separating family for $S$. For the case where the points in $S$ are in convex position, we present a bijection between the set of all minimal linear separating families and a restricted class of edge covers. Using this bijection we enumerate minimal separating families of minimum size and maximum size. We then generalize this result to arbitrary sets, by defining families of bipartitions, as set partitions consisting of at most two components. A family of bipartitions is a separating family for a set if every two elements in the set are separated by some bipartition. We enumerate separating families of arbitrary size. We furthermore enumerate inclusion-wise minimal separating families of minimum and maximum sizes.

In Chapter 5 we change our focus to a packing problem in $\mathbb{R}^3$. Such geometric packing problems received huge attention over many decades (see [9],[18],[39],[40],[41],[42],[49],[50],[74],[82],[85],[101] for books on packings). Still, the sphere is the only body which does not tile $\mathbb{R}^3$ and for which we know the exact packing density [53]. For other bodies such as Platonic solids [26],[93] and ellipsoids [16],[35] dense packing constructions are known, but no proof of optimality exists and a vast amount of related questions remain open (see the books [19] and [31]). On the other hand, there is only a very limited amount of literature studying packings involving non-convex objects, such as the work of Jiao et al. [57],[94],[95]. We thus extend this line of research by considering packings with
the possibly simplest non-convex shape, the torus and show that $\mathbb{R}^3$ can be packed at a density of $0.222\ldots$ with tori whose minor radius goes to zero. Furthermore, we show that the same torus arrangement yields the asymptotically optimal number of pairwise linked tori.
Chapter 2

On Isolating Points Using Unit Disks

2.1 Introduction

Wireless sensors are being extensively used in applications to provide barriers as a defense mechanism against intruders at important buildings, estates, national borders etc. Monitoring the area of interest by this type of coverage is called barrier coverage [67]. Such sensors are also being used to detect and track moving objects such as animals in national parks, enemies in a battlefield, forest fires, crop diseases etc. In such applications it might be prohibitively expensive to attain full coverage, where each point of a given region is within sensing distance of at least one sensor. It suffices to ensure that the object under consideration cannot travel too far before it is detected. Such coverage is called trap coverage [10, 84]. Inspired by such applications, we consider the problem of isolating a set of points by a minimum-size subset of a given set of unit radius disks.
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A unit disk crudely models the region sensed by a sensor, and the algorithm presented in the next section readily generalizes to disks of arbitrary, different radii.

![Diagram](image)

**Figure 2.1:** (a) A set of disks separating four points, since every path connecting any two points intersects a disk. (b) A set of disks that does not separate the points.

**Definition 2.1.** A set $D$ of disks embedded in the plane, referred to as an *arrangement*, separates a set $P$ of points, if for any two points $p, q \in P$, every path between $p$ and $q$ intersects at least one disk in $D$, as shown in Figure 2.1.

**Problem 2.1.1** (Point Isolation). Given a set $P$ of $k$ points and a set $D$ of $n$ unit disks in the plane, separating $P$, find a minimum cardinality subset of $D$ that still separates $P$.

For several variants of the geometric set cover problem, approximation algorithms have been designed [7, 28, 69] that improve upon the best guarantees for the combinatorial set cover problem. For the problem of covering points by the smallest subset of a given set of unit disks, there exist a $(9 + \epsilon)$-approximation algorithm [1], with $0 < \epsilon \leq 6$, and a PTAS [69]. The PTAS can even be used for disks of arbitrary different radii. Our problem can be viewed as a set cover problem where the elements that need to be covered are not points, but paths. However, known results only imply a trivial $O(n)$-approximation when viewed through this set cover lens.
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Contribution and Organization. In Section 2.2, we present a polynomial time algorithm that guarantees a $(9 + \epsilon)$-approximation for the Point Isolation problem. It relies on the two-point separation algorithm of [20], which solves the Point Isolation problem optimally when $k = 2$. Our algorithm recursively applies this two-point separation algorithm to find the smallest subset $B$ of $D$ that separates some pair of points in $P$. Observe that the arrangement of the disks in $B$ induces exactly two faces in the plane (one bounded and one unbounded) and it thus partitions $P$ into $P_1$ and $P_2$, such that all points in $P_1$ are separated from the points in $P_2$. The algorithm then recursively finds a separator for $P_1$ and for $P_2$, and returns the union of these separators and $B$. In Section 2.3, we prove that the Point Isolation problem is NP-complete, even if no disk contains any points. We believe that our hardness construction can be used to show hardness for a variety of unit disk problems and we show two of them: in Section 2.4, we show that the NP-complete Multiterminal Cut problem [32] (defined below) remains NP-complete on unit disk graphs. Lastly, in Section 2.5, we show that removing a minimum subset of a given collection of unit disks, such that the plane minus the arrangement of the remaining disks consists of a single connected region is also NP-complete.

Problem 2.1.2 (Multiterminal Cut [32]). Given a graph $G = (V, E)$ and set $S \subseteq V$ of $k$ terminals, find a minimum cardinality set $E' \subseteq E$ of edges such that in $G' = (V, E \setminus E')$ there is no path between any two terminals in $S$.

Related Work. Sankararaman et al. [84] investigate a notion of coverage which they call weak coverage. Given a region $R$ of interest (which they take to be a square in the plane) and a set $D$ of unit disks (sensors), the region is said to be $k$-weakly covered if each connected component of $R - \bigcup_{D \in D} D$ has diameter at most $k$. They consider the situation when a given set $D$ of unit disks completely covers $R$, and address the problem
of partitioning $\mathcal{D}$ into as many subsets as possible so that $\mathcal{R}$ is $k$-weakly covered by every subset.

Given two regions of an arrangement of sensors, the resilience [67] with respect to these two regions is the minimum number of sensors that need to be deactivated so that there is a path between the two regions, not intersecting any sensors. In [13], a 3-approximation algorithm for computing the resilience for unit disk sensors is presented; the computational complexity of this problem remains open. In [65], it is shown that computing the resilience for certain types of fat sensors, such as axis aligned rectangles is NP-hard. In [4], it is shown that computing the resilience of a set of line segment sensors is NP-hard. This was extended in [97] to hold even for unit length line segments. The reductions of both [65] of [97] have some resemblance to our NP-hardness reduction, since they both reduce optimization problems on graphs to the resilience problem in a sensor network modeling the graph instances. In the context of separation, [4] addresses the two-point separation problem for a set of line segments. They show that the problem in fact admits a polynomial-time exact algorithm. This work was later extended in [20] to include an exact $O(n^3)$ time algorithm for solving the two-point separation problem on unit disks. Furthermore, they present a hardness result similar to ours, which holds for unit circles but cannot be applied to unit disks.

### 2.2 Approximation Algorithm

We will refer to the standard notions of vertices, arcs, and faces in arrangements of disks [2]. In particular, for a set $\mathcal{D}$ of $n$ disks, we are interested in the faces in the complement of the union of the disks in $\mathcal{D}$. These are the connected regions in the arrangement of $\mathbb{R}^2 \setminus \bigcup_{D \in \mathcal{D}} D$, which, by slightly abusing notation, we will write as $\mathbb{R}^2 \setminus \bigcup \mathcal{D}$. 
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**Definition 2.2.** For any disks in an arrangement of disks $\mathcal{D}$, we refer to the maximal connected subset of its disk boundary which is not contained in any other disk as a boundary arc. We denote the collection of all boundary arcs of $\mathcal{D}$ by $B(\mathcal{D})$.

**Theorem 2.3** (Theorem 3.1 in [60], (see also [75])). If $|\mathcal{D}| \geq 3$, it holds that $|B(\mathcal{D})| \leq 6|\mathcal{D}| - 12$.

**Observation 2.2.1.** Let $\mathcal{D}$ be a set of at least 3 disks in the plane, and $Q$ a set of points so that (a) no point from $Q$ is contained in any disk from $\mathcal{D}$, and (b) no face in the complement of the union of the disks in $\mathcal{D}$ contains more than one point of $Q$. It then holds that $|Q| \leq 2|\mathcal{D}| - 4$.

**Proof.** Since each connected region in $\mathbb{R}^2 \setminus \bigcup \mathcal{D}$ is bounded by at least three boundary arcs and no boundary arc appears in two regions, it follows from Theorem 2.3 that $|Q| \leq 2|\mathcal{D}| - 4$. \qed

**Covering vs. Separating.** The input to our problem is a set $\mathcal{D}$ of $n$ unit disks, and a set $P$ of $k$ points such that $\mathcal{D}$ separates $P$. Let $P_c \subseteq P$ denote those points contained in some disk of $\mathcal{D}$ and let $P_s$ denote the remaining points. Note that it follows from our definition of separation that any point contained in a disk is separated from all other points. Computing a minimum set cover of $\mathcal{D}$ for $P_c$ is thus equivalent to solving the Point Isolation problem for the points in $P_c$. In order to obtain an $(\alpha + \beta)$-approximation for the Point Isolation problem, we first compute an $\alpha$-approximation for the smallest subset of $\mathcal{D}$ that covers $P_c$. We then compute a $\beta$-approximation for the smallest subset of $\mathcal{D}$ that separates $P_s$. We claim that the combination of the two solutions is an $(\alpha + \beta)$-approximation to the Point Isolation problem. To see this, let $OPT \subseteq \mathcal{D}$ denote an optimal subset that separates $P$. Suppose that $OPT$ covers $k_1$ of the points in $P_c$
and let \( k_2 = |P_c| - k_1 \). By Observation 2.2.1, it holds that \( k_2 \leq 2|OPT| \). Picking one disk to cover each of the \( k_2 \) points of \( P_c \) not covered by \( OPT \), we see that there exists a cover for \( P_c \) of size at most \(|OPT| + k_2 \leq 3|OPT|\). Thus, an \( \alpha \)-approximate solution to this set cover problem has size at most \( 3\alpha|OPT| \). Since \( OPT \) also separates \( P_s \), a \( \beta \)-approximation for \( P_s \) uses at most \( \beta|OPT| \) disks. Since the \( \alpha \)-approximate set cover algorithm separates each point in \( P_c \) from all the points in \( P \) and the \( \beta \)-approximate algorithm separates each point in \( P_s \) from all the points in \( P \), the two algorithm combined provide a solution to the Point Isolation problem that has size \((3\alpha + \beta)|OPT|\).

Using the PTAS of [69] for the points in \( P_c \) results in \( \alpha = 1 + \epsilon \), with \( \epsilon > 0 \); its running time is \( O(n^{2(\frac{\epsilon \sqrt{\epsilon}}{\epsilon} + 1)}|P_c|) \), for \( 0 < \epsilon \leq 2 \), (see [1]). In the rest of this section, we assume that no point of \( P \) is contained in any disk of \( D \) and we present a 6-approximation algorithm for the Point Isolation problem in this setting, i.e., we show that \( \beta = 6 \). Thus combining the two algorithms yields a \((9 + \epsilon)\)-approximation algorithm.

**Algorithm** For a set \( Q \) of points separated by a set \( D \) of unit disks, such that no point of \( Q \) is contained in any disk of \( D \), we will show that the following algorithm yields a 6-approximation for the Point Isolation problem in this setting.
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1. If $|Q| \leq 1$, return $\emptyset$.

2. For every pair of points $s, t \in Q$, invoke the algorithm of [20] to find a minimum cardinality subset $B_{s,t} \subseteq D$ such that $B_{s,t}$ separates $s$ and $t$.

3. Let $B$ denote a minimum size separator $B_{s,t}$ over all pairs $s, t \in Q$.

4. Let $Q_1$ and $Q_2$ be the partition of $Q$ into two subsets such that each subset corresponds to points in the same face induced by the arrangement of disks in $B$.

return $B \cup \text{recSep}(Q_1, D) \cup \text{recSep}(Q_2, D)$

Since in any recursive call, both $Q_1$ and $Q_2$ contain fewer points than $Q$, the $\text{recSep}(P, D)$ algorithm indeed yields a separator for $P$. Computing a single separator $B_{s,t}$ takes time $O(n^3)$ (see [20]), and thus computing $B$ takes time $O(k^2 n^3)$. Since there are at most $k$ separation steps, the total running time of $\text{recSep}(P, D)$ is $O(k^3 n^3)$.

In each recursive step, $Q$ is partitioned into two sets $Q_1$ and $Q_2$, thus the execution-tree...

Figure 2.2: Illustration of the charging scheme. (a) A separating arrangement computed by $\text{recSep}$, where the colors of a disk encode the separators it is contained in. Disks of two colors appear in two separators (For example, the two-colored disks in the lower left appear in both $B_e$ and $B_d$). (b) The execution tree of $\text{recSep}$ and the corresponding charging of the separators to the leaves.
of \texttt{recSep} is a binary tree where the leaves correspond to the points in \( Q \) and the internal nodes correspond to the computed separators. It is easy to see that a tree, where each internal node has at least 2 children, has more leaves than internal nodes. After the execution of the algorithm, we charge each separator \( B_p \) to a point \( p \in P \) appearing as a leave in the subtree rooted at \( B_p \), such that each point in \( P \) gets charged at most once (see Figure 2.2). In the optimal separating arrangement \( OPT \), we let \( F_p \) be the disks contributing to the boundary of the face containing only \( p \in P \). For any \( p \in P \), it holds that \( |B_p| \leq |F_p| \), since otherwise the smallest separator in the corresponding recursive call would be \( F_p \) not \( B_p \), contradicting optimality of \( B_p \). Letting \( \mathcal{B}(OPT) \) denote the set of boundary arcs of the disks from \( OPT \), and \( P_B \subseteq P \) be the set of points to which the separators were charged, we bound the number of disks returned by \texttt{recSep} using the following inequalities

\[
|\text{recSep}(P, \mathcal{D})| \leq \sum_{p \in P_B} |B_p| \leq \sum_{p \in P} |F_p| \leq |\mathcal{B}(OPT)| \leq 6|OPT|.
\]

The first inequality holds because each disk used by the algorithm appears in at least one separator, the second inequality was argued above. To see the third inequality, observe that if a disk of \( OPT \) appears in \( F_{p_1}, \ldots, F_{p_i} \), then its boundary appears in at least \( i \) different regions induced by the disk arrangement of \( OPT \) and thus by definition, this disk contributes at least \( i \) boundary arcs to \( \mathcal{B}(OPT) \). The last inequality holds, by Theorem 2.3.

This proves the following theorem.

\textbf{Theorem 2.4.} \textit{The Point Isolation problem can be approximated within a factor of} \( 9 + \epsilon \) \textit{in general and within a factor of 6 if no point is contained in a disk of} \( \mathcal{D} \).
2.3 NP-Completeness of the Point Isolation Problem

In order to show NP-completeness of the Point Isolation problem, we are going to reduce the Planar Subdivision problem (defined below) to it. This problem will be shown to be NP-complete in Proposition 2.6, by a reduction from the Planar Multiterminal Cut problem which is NP-hard according to Theorem 2.5.

**Problem 2.3.1** (Planar Multiterminal Cut [32]). Given a simple planar graph $G = (V,E)$ and a set $S \subseteq V$ of $k$ terminals, find a minimum cardinality set $E' \subseteq E$ such that in $G' = (V,E \setminus E')$, there is no path between any two nodes in $S$.

**Theorem 2.5** ([32]). If $k$ is not fixed, the Planar Multiterminal Cut problem is NP-hard.

**Problem 2.3.2** (Planar Subdivision). Given a simple planar graph $G = (V,E)$ embedded in the plane and a set $S$ of $k$ faces of $G$, find a minimum cardinality set $E' \subseteq E$ such that in the embedding of $G' = (V,E')$, any path between any two points in two faces of $S$ gets intersected by at least one embedded edge of $E'$.

**Proposition 2.6.** The Planar Subdivision problem is NP-complete, even on connected graphs.

**Proof.** Given an instance $I_1 = (G_1, S_1)$ of the Planar Multiterminal Cut problem, with $G_1 = (V_1, E_1)$, we embed $G_1$ in the plane (using for example the linear time algorithm of [86]) and we build an instance $I_2 = (G_2, S_2)$ of the Planar Subdivision problem with $G_2 = (V_2, E_2)$ as follows: We let $\overline{G}_2 = (\overline{V}_2, \overline{E}_2)$ be the geometric dual multigraph of the embedded graph $G_1$. Then we create a simple graph $G_2$ from $\overline{G}_2$ by subdividing each edge $\{u,v\} \in E_2$ into $\{u,x\}$ and $\{x,v\}$ by adding a new vertex $x$ to $V_2$. We embed $G_2$ in the plane and let $S_2$ be the set of faces of $G_2$ whose dual vertices are in $S_1$. Observe
that an optimal solution $OPT \subseteq E_2$ for $I_2$ uses an edge $\{u, x\}$ if and only if it uses edge $\{x, v\}$, with $\{u, v\} \in E_2$, since only using one of the two subdivision edges does not change the partition of the plane, with respect to the embedding of $G_2$. Let $OPT_\cup \subseteq E_2$ denote the edges of $\overline{G}_2$ obtained from $OPT$ by merging any subdivision edges $\{u, x\}$, $\{x, v\} \in OPT$ into $\{u, v\} \in OPT_\cup$, thus $|OPT| = 2|OPT_\cup|$. We denote by $OPT_\cup^{*} \subseteq E_1$ the duals of the edges in $OPT_\cup$. We claim that $OPT$ is an optimal solution for $I_2$ if and only if $OPT_\cup^{*}$ is an optimal solution for $I_1$. To see this, let $E'_1$ be an arbitrary subset of $E_1$, let $E'_2 \subseteq E_2$ be the dual edges of $E'_1$ and let $E_2' \subseteq E_2$ be the subdivision edges in $G_2$ corresponding to $E'_2$. Two vertices $u,v \in S_1$ are connected by a path $(u,v_1, \ldots, v_l, v)$ in $G'_1 = (V_1, E_1 \setminus E'_1)$ if and only if there is a sequence $u^*, v_1^*, \ldots, v_l^*, v^*$ of adjacent faces in $G_2$, which, in $G'_2 = (V_2, E_2')$, are merged into one face. Therefore, $I_2$ has a solution of size $2M$ if and only if $I_1$ has a solution of size $M$; the factor 2 stemming from subdividing each edge of $\overline{G}_2$. Since the Planar Multiterminal Cut problem is NP-complete on connected graphs and the dual of a connected graph is connected, the Planar Subdivision problem is NP-complete, even on connected graphs.

\[\square\]

**Corollary 2.7.** Solving the Point Isolation problem for line segments instead of disks is NP-complete.

In [86], a linear time algorithm is presented which constructs a drawing of a planar graph on $n$ vertices, crossing free using straight line segments and having its vertices lie on an $n \times n$ grid\(^1\); we call such an embedding a grid embedding.

**Lemma 2.8.** For any jordan arc embedding of a Planar Subdivision instance $(G, S)$, with $G = (V, E)$ being a connected graph on $n$ vertices, there exists a grid embedding of

\[\footnote{1}{In [86] it is actually shown that this is even possible on an $\left(n-2\right) \times \left(n-2\right)$ grid, but for our purposes an $n \times n$ grid suffices} \]
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$G$, such that every solution in the original embedding is a solution in the grid embedding and vice versa.

Proof. We say that two embeddings of a graph in the plane are equivalent, if one embedding can be continuously transformed into the other. It is well known that every maximal plane graph on at least four vertices is three-connected (Corollary 4.4.7 of [34]) and that every three-connected graph has a unique embedding according to Whitney’s Theorem (modulo the choice of the outer face). Given a jordan arc embedding $\Sigma$ of $G$, we make $G$ maximally plane by adding $3|V| - 6 - |E|$ edges to $G$, obtaining a new graph $\overline{G}$ having a corresponding embedding $\overline{\Sigma}$. Embedding $\overline{G}$ on an $n \times n$ grid and removing the $3|V| - 6 - |E|$ additional edges thus results in a grid embedding of $G$ which is equivalent to $\Sigma$. Given two equivalent embeddings $\Sigma_1$ and $\Sigma_2$ of $G$, we let $\Sigma_1'$ and $\Sigma_2'$ be the embeddings of a subgraph $G'$ of $G$, which are obtained from $\Sigma_1$ and $\Sigma_2$ by deleting the corresponding edges and vertices of $G$ not contained in $G'$. Since $\Sigma_1'$ and $\Sigma_2'$ are again two equivalent embeddings of $G'$, it holds that every solution for a Planar Subdivision instance in the original embedding is a solution in the grid embedding and vice versa.

We now present two lemmas which will be useful for arguing that in a grid embedding, each edge can be replaced by a path of disks such that no disks of different paths intersect.

Lemma 2.9. In an $n \times n$ grid, the minimum distance between any line $l$ through two grid points and any grid point not on $l$ is $(2n^2 - 2n + 1)^{-\frac{1}{2}}$. 
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Proof. W.l.o.g., we fix one point on \( l \) to \((0,0)\). Denoting the second point on \( l \) by \((a,b)\), we get a line equation of \( bx - ay = 0 \). Thus, the distance from a point \((c,d)\) to \( l \) is \( \frac{|bc \cdot ad|}{\sqrt{b^2 + a^2}} \). Furthermore, we can assume that \( \gcd(a,b) = 1 \) since otherwise we can divide both coordinates by \( \gcd(a,b) \). Thus, setting \( a = n \) and \( b = n - 1 \) maximizes \( a^2 + b^2 \), given \( \gcd(a,b) = 1 \) and the minimum non-zero distance\(^2\) is thus at least \( (2n^2 - 2n + 1)^{-\frac{1}{2}} \).

Lemma 2.10. In an \( n \times n \) grid, for any grid point \( p \), the minimum angle between any two distinct lines, each going through \( p \) and at least one other grid point respectively, is larger than \( 2 \arctan \frac{1}{(6n^2)} \).

Proof. Let \( g \) and \( h \) denote two lines through \( p \) and \((a,b)\) and \((c,d)\) respectively, having minimum angle, and let the slope of \( g \) be larger than the slope of \( h \). First, observe that the slopes of \( g \) and \( h \) have the same sign, since otherwise their angle is not minimal. Therefore, it is easy to see that the minimum angle between \( g \) and \( h \) is obtained when \( p = (0,0) \). Due to symmetry we can further restrict \( g \) and \( h \) to be contained in the lower right triangle portion \{ \((i,j)\mid 0 \leq j \leq i \leq n\} \) of the grid. Since \( b/a > d/c \), due to monotonicity of \( \arctan \), it holds that \( \arctan \frac{bc - ad}{1-(bd)/(ac)} \geq \arctan \frac{b/a - d/c}{2} \geq \arctan \frac{1}{2n^2} \). The last inequality holds since all coordinates are integers. Thus, \( bc - ad \geq 1 \) and therefore \( b/a - d/c = \frac{bc - ad}{ac} \geq 1/n^2 \). The Lemma then follows from the fact that \( \arctan(x) > 2 \arctan(x/3) \) holds for all \( 0 < x < \sqrt{3} \).

In the remainder of this section, we are going to prove the following theorem.

Theorem 2.11. The Point Isolation problem is \( \text{NP-complete} \), even if no point is contained in a disk.

\(^2\)Observing that \( |bc - ad| \geq 1 \), yields that the minimum value is achieved at point \((c,d) = (1,1)\).
In order to prove Theorem 2.11, we reduce an instance $I_2 = (G_2, S_2)$ of the Planar Subdivision problem, with $G_2$ being a connected embedded graph in polynomial time to an instance $I_1 = (D, S_1)$ of the Point Isolation problem; note that solving $I_2$ is \text{NP-hard} according to Proposition 2.6. We do this by first transforming the embedding of $G_2$ to an equivalent straight line embedding on an $n \times n$ integer grid as argued in Lemma 2.8.

We then replace each edge in the embedding by an edge gadget of Definition 2.12. Such an edge gadget is depicted in Figure 2.4(a) and consists of a path of disks constructed in such a way that every edge gadget contains the same amount of disks, regardless of the length of the corresponding embedded edge. Furthermore, the dimensions of each edge gadget is carefully chosen so that no two disks of different edge gadgets intersect.

Having replaced each edge by an edge gadget, we replace each vertex by a vertex gadget of Definition 2.13, shown in Figure 2.4(b). A vertex gadget for a vertex $v$ consists of a cycle of disks which are circularly arranged around $v$. An edge gadget for an edge $\{u, v\}$ will have non-empty intersection with the vertex gadgets for both $u$ and $v$, but does not intersect any other vertex or edge gadgets. Furthermore, all vertex gadgets are pairwise disjoint. If we denote the collection of all disks contained in the vertex- and edge gadgets by $D$, then each face in the embedding of $G_2$ has a corresponding connected region in the arrangement $\mathbb{R}^2 \setminus \bigcup D$. We put a point $s_1$ into the region in $\mathbb{R}^2 \setminus \bigcup D$ corresponding to the face $s_2 \in S_2$ in the embedding of $G_2$ and add $s_1$ to $S_1$; we obtain an instance.
$I_1 = (\mathcal{D}, S_1)$ of the Point Isolation problem. This whole reduction process is illustrated in Figure 2.3. The main task of the reduction is to choose the radius of the disks and the dimension of the gadgets such that every edge gadget consists of the same amount of disks and all edge gadgets are disjoint. Thus, on $I_1$, removing any disk $D$ from an edge gadget merges the two adjacent regions in $\mathbb{R}^2 \setminus (\bigcup \mathcal{D} \setminus \{D\})$. Note that this is not true for vertex gadgets, i.e., removing disks from vertex gadgets does not necessarily merge any regions containing points. In order to infer the solution size for $I_2$ from the solution size of $I_1$, i.e., retrieve the number of edges removed from $G_2$ from the number of disks removed in the solution for $I_1$, we have to choose the number of disks contained in a single edge gadget to be larger than the number of disks contained in all the vertex gadgets together. We will make this argument formal in Lemma 2.14.

**Definition 2.12.** An edge gadget (see Figure 2.4(a)) for an embedded edge $e = \{u, v\}$ of length $2s + 2a + b$ is a path of disks which can be thought of as being placed in an elongated octagon of height $h$ and length $2a + b$. Every edge gadget consists of a path of $C_E$ many radius $r$ disks which are arranged as a straight path at the beginning and the end of the gadget, which we call *hallways*, and as an up-down path in the middle part which we call a *cabin*. While $C_E, a, h$ and $s$ are constant for all edge gadgets, $b$ may vary from $1 - (2s + 2a)$ to $\sqrt{2}n - (2s + 2a)$, depending on the length of the embedded edge $e$.

The constants $a, h$ and $s$ will be fixed later in this section in such a way that no two disks in two different edge gadgets intersect and that at least one disk of an edge gadget intersects the incident vertex gadgets respectively. We define $C_E = \lceil \sqrt{2}n - 2s \rceil$, since this amounts to the number of disks of radius $r$ needed to represent the longest edge in an $n \times n$ grid embedding as a straight line path of touching disks. Note that we take $r$ as the unit measure for the disks. Since each edge gadget needs to contain an equal amount
of disks, we have to place $C_E - a/r$ disks into the cabin of any edge gadget. Arranging
the disks in cabins (for edges of length $< \sqrt{2n}$) as an up-down path as described in
Definition 2.12 (and shown in Figure 2.4(a)) allows us to put a path consisting of up to
$\left\lfloor \frac{h}{2r} \right\rfloor \cdot \left\lfloor \frac{b}{2r} - 1 \right\rfloor$ many disks into the cabin.

**Definition 2.13.** A vertex gadget, shown in Figure 2.4(b), for an embedded vertex $v$
consists of a cycle of $C_V = \lceil \pi s/r \rceil$ many intersecting disks of radius $r$ which are centered
on a circle of radius $s$ centered at $v$.

Since the first and last disks of an edge gadget for an edge $e = \{u, v\}$ have a point at
distance $s$ from $u$ and $v$ respectively, it is easy to see that if $C_V \geq 4$, these disks have a
non-empty intersection with the disks of the vertex gadgets for $u$ and $v$ respectively.

We now choose the radius $r$ of the disks and the height $h$ of the edge gadgets such that
the seven constraints below hold. These constraints ensure that no two vertex gadgets
intersect (1), no two edges gadgets intersect (3, 4, 5), no edge gadget intersects any non-
incident vertex gadget (2) and all edge gadgets have an equal amount of disks (6), and
a single edge gadget contains more disks than all the vertex gadgets combined (7). If we
set $a = 1/4$ it follows that $b$ is at least $1/2 - 2s$ in every edge gadget. We furthermore
fix $s$ to $r(\sqrt{36n^4} + 1 - 1)$. Choosing the radius $r$ to be $\frac{1}{40n^4}$ and the height $h$ to be $\frac{1}{12n^2}$, it is easy to see that the following seven constraints are satisfied for all $n \geq 2$.

1. No two vertex gadgets intersect: $2(r + s) < 1$

2. No edge gadget intersects any vertex gadget other than the ones at its two end-points: $r + s + h/2 < (2n^2 - 2n + 1)^{-\frac{1}{2}}$, using Lemma 2.9

3. No edge gadget intersects another edge gadget if the corresponding edges do not share a common vertex: $\frac{h}{2} < (2n^2 - 2n + 1)^{-\frac{1}{2}}$

4. No disk placed in the cabin of an edge gadget intersects any disk in any incident edge gadget: $h/2 < \frac{s + a}{6n^2}$, using Lemma 2.10

5. No two disks contained in the hallways of two incident edge gadgets intersect each other: $s \geq \frac{r}{\sin(2\arctan(1/(6n^2)))/2} - r = r(\sqrt{36n^4} + 1 - 1)$, using Lemma 2.10 and the fact that the minimum distance of two disjoint line segments occurs at an endpoint of one

6. The cabin of every edge gadget is big enough so that the whole gadget contains a path of $C_E$ many disks: $\left\lceil \frac{\sqrt{2n^2 - 2s}}{2r} \right\rceil - 2 \left\lceil \frac{a}{2r} \right\rceil \leq \left\lfloor \frac{h}{2r} \right\rfloor \cdot \left\lfloor \frac{1 - 2(s + a)}{2r} \right\rfloor - 1$

7. An edge gadget contains more disks than all the vertex gadgets combined: $C_E > nC_V$

Plugging the calculated values $r = \frac{1}{40n^4}$ and $s = r(\sqrt{36n^4} + 1 - 1)$ into $C_E$, which we earlier defined to be $\left\lceil \frac{\sqrt{2n^2 - 2s}}{2r} \right\rceil$ yields that an edge gadget consists of $\left\lceil (20\sqrt{2n^5} - \sqrt{36n^4} + 1) + 1 \right\rceil$ disks. Analogously, plugging the calculated values into $C_V$, which is defined as $\left\lceil \pi s/r \right\rceil$, yields that a vertex gadget consists of
\[ \left\lceil \pi(\sqrt{36n^4+1} - 1) \right\rceil \] many disks. We can conclude that the above construction can be computed in polynomial time.

In order to finish the proof of Theorem 2.11, we need to show how to retrieve a solution for an instance \( I_2 \) of the Planar Subdivision problem from the solution for \( I_1 \), where \( I_1 \) is built using the construction described above.

**Lemma 2.14.** An instance of \( I_2 = (G_2, S_2) \) of the Planar Subdivision problem has a solution of size at most \( k_2 \) if and only if \( I_1 \) of the Point Isolation problem has a solution of size at most \( C_E(k_2+1) - 1 \), where \( I_1 \) is built out of \( I_2 \) using the construction described above.

**Proof.** Removing any disk \( D \) from an edge gadget merges the two adjacent regions in \( \mathbb{R}^2 \setminus (\bigcup D \setminus \{D\}) \). Thus, \( I_2 \) has a solution consisting of the corresponding \( k_2 \) edges, if and only if \( I_1 \) uses all the disks of \( k_2 \) edge gadgets. On the other hand, removing a disk from a vertex gadget does not necessarily merge two regions. Thus, a solution for \( I_1 \) may contain no disks or all disks of any vertex gadget. Since according to constraint 7, it holds that \( nC_V < C_E \), it follows that if \( I_2 \) has a solution of size at most \( k_2 \), then \( I_1 \) has a solution of size at most \( C_E k_2 + nC_V \leq C_E(k_2 + 1) - 1 \). On the other hand, if \( I_1 \) has a solution consisting of at most \( k_1 = C_E(k_2 + 1) - 1 \) disks, if follows that \( I_2 \) uses at most \( k_1/C_E < k_2 + 1 \) edges and thus the lemma follows.

Since the two-point separation algorithm of [20] can be used to test whether all points of \( P \) are separated in a potential solution \( D' \subseteq D \) of the Point Isolation problem, it follows that its decision version is indeed contained in \( \text{NP} \).
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2.4 Multiterminal Cut Problem on Unit Disk Graphs

In this section we are going to prove the following theorem about unit disk graphs, i.e., intersection graphs of a collection of unit disks in the plane.

**Theorem 2.15.** The (Unweighted) Multiterminal Cut problem remains NP-complete on unit disk graphs, if $k$ is not fixed.

**Proof.** We make a reduction from the following weighted version of the planar Multiterminal Cut problem, which was proven to be NP-complete in [32].

**Problem 2.4.1** ([32]). Given an edge-weighted planar graph $G = (V, E)$, where each edge has a weight in $\{1, \ldots, 5\}$ and each vertex has degree at most 3, and given set $S \subseteq V$ of $k$ terminals, find a minimum weight set $E' \subseteq E$ of edges such that in $G' = (V, E \setminus E')$ there is no path between any two terminals in $S$.

Let $I_2 = (G_2, S_2)$ be an instance of the restricted version of the planar Multiterminal Cut problem described in Problem 2.4.1. We embed $G_2 = (V_2, E_2)$ crossing free into an $n \times n$ grid, replace each edge by an edge gadget of Definition 2.16 (see Figure 2.5(a)) and

![Figure 2.5: (a) An example of an Edge Gadget for an edge of weight 5 in the proof of Theorem 2.15. (b) The vertex gadget for vertex $v$, where $\gamma$ is a path of unit disks, where each disks shown corresponds to 16 perturbed copies of a single disk and $\sigma$ is a cycle where each disks shown corresponds to 16 perturbed copies of a single disks; the red disk is the centroid disk $D_v$.](image)
each vertex by a vertex gadget of Definition 2.17 (see Figure 2.5(b)). We then construct the embedded unit disk graph $G_1 = (V_1, E_1)$ of the disks in all vertex and edge gadgets.

**Definition 2.16 (Edge Gadget).** An edge gadget for an embedded edge $e = \{u, v\}$ of weight $w \in \{1, \ldots, 5\}$ consists of $w$ paths of radius $r$ disks, which are pairwise disjoint in the cabin of the gadget but start and end from the same point respectively, as shown in Figure 2.5(a). Both, start and end point are $w$ slightly perturbed copies of a single disk touching the boundary of the gadget.

It thus holds that inside an edge gadget for an edge $\{u, v\}$ of weight $w$, removing $w$ many edges (from the cabin) in $G_1$ disconnects $u$ from $v$ inside the subgraph of $G_1$ corresponding to this edge gadget, but removing fewer than $w$ edges leaves $u$ and $v$ connected in this subgraph.

**Definition 2.17 (Vertex Gadget).** For a vertex $v$, the vertex gadget consists of 16 slightly perturbed copies of a cycle of $C_V = \lceil \pi s / r \rceil$ disks of radius $r$ which are centered on a circle of radius $s$ around $v$ as shown in Figure 2.5(b). We denote the arrangement of those 16 copies by $\sigma$. Furthermore, we place a centroid disk $D_v$ at the coordinates of $v$ and connect it to $\sigma$ by 16 slightly perturbed copies of a path of radius $r$ disks which we denote by $\gamma$ in Figure 2.5(b).

We build the set $S_1 \subseteq V_1$, by putting the vertex corresponding to the centroid disk $D_v$ into $S_1$ for every vertex gadget, corresponding to a vertex $v \in S_2 \subseteq V_2$. We thus obtain an instance $I_1$ of the Unweighted Multiterminal Cut problem on unit disk graphs.

Since both edge and vertex gadgets have the same dimension as the gadgets of the previous section, it holds that all edge gadgets are pairwise disjoint, all vertex gadgets are pairwise disjoint and no edge gadget intersects any vertex gadget other than the
ones of its end vertices. There, each of the \( w \) copies of the last disks intersect at least one 16-disk cluster of the vertex gadget. Note that in the vertex gadget, each vertex in the corresponding subgraph of \( G_1 \) has degree at least 16. Thus removing less than 16 edges in this subgraph does not disconnect any two vertices in this subgraph; therefore, an optimal solution for \( I_1 \) does not remove any edge from the subgraphs of the vertex gadgets. Furthermore, it is easy to see that \( E'_2 \subseteq E_2 \) is a solution of weight \( k \) for \( I_2 \) if and only if \( S_1 \) gets disconnected in \( I_1 \), by removing a total of \( k \) edges in the edge gadgets corresponding to the edges in \( E'_2 \). Since the reduction from \( I_2 \) to \( I_1 \) can be done in polynomial time, Theorem 2.15 follows.

\[ \square \]

### 2.5 All-Cells-Connection Problem for Unit Disks

While the Point Isolation problem can be interpreted as asking for the minimum number of sensors which have to be turned on to detect any transition between the input points, the All-Cells-Connection problem, as defined below, can be interpreted as asking for the minimum number of sensors which have to be turned off so that an intruder can transition between any connected region induced by the sensors (see Figure 2.6). In the context of line segment sensors, the All-Cells-Connection problem was shown to be \( \text{NP} \)-complete in [4] and we reuse their reduction idea in this section for unit disk sensors.

**Problem 2.5.1** (All-Cells-Connection for unit disks). *Given a set \( \mathcal{D} \) of unit disks embedded in the plane, remove a minimum cardinality subset \( \mathcal{D}' \) of \( \mathcal{D} \) such that the plane minus the arrangement of the remaining disks, i.e., \( \mathbb{R}^2 \setminus \bigcup (\mathcal{D} \setminus \mathcal{D}') \), consists of a single connected region.*

**Theorem 2.18.** *The All-Cells-Connection problem for unit disks is \( \text{NP} \)-complete.*
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(a) (b)

Figure 2.6: Left: A set $\mathcal{D}$ of unit disks with its merging subset $\mathcal{D}'$ in red. Right: Illustration of $\mathbb{R}^2 \setminus \bigcup(\mathcal{D} \setminus \mathcal{D}')$, consisting of a single connected region.

Proof. For a given graph, the Feedback Vertex Set problem (FVS) asks for the minimum cardinality subset of vertices to be removed such that the remaining subgraph is acyclic. In order to prove Theorem 2.18, we are going to reduce a restricted version of FVS to the All-Cells Connection problem for unit disks. In [89] (see also [90]), it is shown that FVS is $\text{NP}$-complete in planar graphs of maximum degree 4. Given such an instance $G = (V,E)$, we embed it into an $n \times n$ grid and replace each edge with the edge gadget of Definition 2.12. We further replace each vertex with a vertex gadget of Definition 2.19 and we refer to the collection of all disks used in the vertex and edge gadgets as $\mathcal{D}$.

The idea of the vertex gadget for a vertex $v$ is to center a radius $r$ disk $D_v$ at $v$ and connect the, at most 4, incident edge gadgets to $D_v$, using simple paths which are pairwise disjoint; in Definition 2.19, we will argue that this is always possible. It then follows that removing disk $D_v$ merges the, up to 4 regions, adjacent to $D_v$. Removing a disk in an edge gadget for an edge $\{u,v\}$ never merges more regions than removing $D_v$ (or $D_u$). Therefore, $G$ has a FVS of size $k$ if and only if the corresponding All-Cells-Connection Problem for $\mathcal{D}$ has a solution of size $k$.

Definition 2.19. We first provide a conceptual description of the vertex gadget and then we will replace its conceptual paths by pairwise disjoint paths of intersecting disks of radius $r$. For an embedded vertex $v$, which has $0 \leq i \leq 4$ incident edges $e_1, \ldots, e_i$,
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Figure 2.7: (a) A conceptual illustration of the Vertex gadget. The cross, satisfying the four constraints of Definition 2.19, is depicted as dashed rays $a_1, \ldots, a_4$. Edge $e_1$ lies on $a_1$. Axes $a_2, \ldots, a_4$ are connected to the edges $e_2, \ldots, e_4$, which are truncated by $12r, 8r, 4r$ from $v$ respectively, by arcs of radius $12r, 8r, 4r$ until reaching $\alpha_2, \alpha_3, \alpha_4$ and thereby $e_2, \ldots, e_4$. (b) An illustration of an actual realization of a vertex gadget, having three edges in quadrant IV. The red disk $D_v$ is centered at $v$. The dashed circle has radius $s$ and the dotted circles have radii $12r, 8r, 4r$ respectively. $D_v$ is connected by the paths $\pi_1, \ldots, \pi_4$ to the last disks $D_1, \ldots, D_4$ of the edge gadget for the edges $e_1, \ldots, e_4$ respectively, which have an angle of $\alpha_1, \ldots, \alpha_4$ with respect to the $x$-axis.

where in the grid embedding edge $e_j$ has an angle $\alpha_j$ with the $x$-axis. We center a cross at $v$, which consist of four perpendicular rays $a_1, \ldots, a_4$ introducing four quadrants $I, II, III, IV$ in clockwise order, as shown in Figure 2.7(a). The cross is oriented such that (1) at least one of the incident edges lies on ray $a_1$, (2) its clockwise quadrant $I$ does not contain any edge incident to $v$, (3) quadrant $II$ contains at most one edge incident to $v$ and (4) quadrant $II$ and $III$ together contain at most two edges incident to $v$. A moment of thought shows that it is indeed always possible to center a cross at $v$ satisfying these four constraints. Next, we truncate edges $e_2, \ldots, e_i$ to end at a distance of $12r, 8r, 4r$ respectively from $v$. We then connect the truncated edges $e_2, \ldots, e_i$ to the rays $a_2, \ldots, a_i$ respectively, by extending an arc of radius $12r, 8r, 4r$ from $a_2, \ldots, a_i$ until we reach $\alpha_2, \ldots, \alpha_i$ respectively and thereby orthogonally connecting all the edges $e_1, \ldots e_i$ to $v$, as shown in Figure 2.7(a). Denoting by $\pi_j$ the path connecting edge $e_j$ to $v$, we realize the construction of the vertex gadget by first centering a radius $r$ disk $D_v$ at $v$. We then center radius $r$ disks on the paths $\pi_1, \ldots, \pi_i$ such that consecutive disks
intersect. Note that any point in the last disk of any incident edge gadget has distance
\[ s - r = r(\sqrt{36n^4+1} - 2) \]
to \( v \), which is greater than \( 13r \) for any \( n \geq 2 \), and thus the whole vertex gadget is contained inside the circle of radius \( s \) around \( v \). Furthermore, it is easy to see that all paths of disks \( \pi_1, \ldots, \pi_i \) are pairwise disjoint.

Since this reduction can be done in polynomial time, Theorem 2.18 follows.

\[ \square \]

**Corollary 2.20.** Given a set \( P \) of \( k \) points and a set \( D \) of unit disks in the plane separating \( P \), it is \( \text{NP} \)-complete to find a minimum cardinality subset \( D' \) of \( D \) such that there is a path between any two points in \( P \) not intersecting any disk in \( D \setminus D' \).

Note that the problem of this corollary is a generalization of the Barrier Resilience problem from 2 to \( k \) points. The computational complexity of the Barrier Resilience problem for 2 points is still open in the unit disk setting [13].
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Covering the Boundary of a Simple Polygon

3.1 Introduction and Main Results

For two points \( u \) and \( v \) in a simple polygon \( P \), the geodesic distance, denoted by \( d(u, v) \), is the length of the shortest path between \( u \) and \( v \) inside \( P \). A geodesic unit disk \( D(v) \) centered at a point \( v \in P \) is the set of all points in \( P \) whose geodesic distance to \( v \) is at most 1.

The boundary of \( D(v) \), denoted by \( \partial D(v) \), consists of all points in \( P \) which are either exactly at distance 1 from \( v \) or at distance at most 1 from \( v \) but contained in the polygon boundary \( \partial P \). The interior of \( D(v) \), denoted by \( int(D(v)) \), consists of all the points of \( D(v) \) not contained on the boundary of \( D(v) \), i.e., \( int(D(v)) = D(v) \setminus \partial D(v) \), as shown in Fig. 3.1.
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A collection of geodesic disks *covers* the polygon boundary $\partial P$, if each point of $\partial P$ is contained in at least one disk. In this chapter we present an $O(n \log^2 n + k)$ time 2-approximation algorithm which finds a collection of geodesic unit disks covering the boundary of a simple polygon on $n$ vertices, with $k$ denoting the number of disks found by the algorithm. The algorithm then returns the centers of the disks. We consider the setting where the centers can be placed anywhere inside the polygon, but the algorithm can be easily modified to restrict the centers to lie on $\partial P$. Furthermore, the number of disks can be computed in time $O(n \log^2 n)$.

While it follows from Theorem 7 of [98] that our problem is NP-hard in polygons with holes, its complexity remains open in simple polygons.

The main motivation for studying this problem comes from sensor networks, where *Barrier Coverage* problems have been studied extensively (see for example [14],[24],[25],[66], [68],[83],[87]). In a Barrier Coverage problem the goal is to place few sensors or guards to detect any intruder into a given region. The algorithm in this chapter can be applied to this context: given a region, bounded by a piecewise linear closed border, such as a fence, place few guards inside the fenced region, such that wherever an intruder cuts through the fence, the closest guard is at most distance one away. Another way of looking at this problem is from an Art Gallery perspective (see for example [73]), where the
polygon represents a gallery and, regardless where on the wall a painting is hanged, the closest guard is at most a distance one away.

3.1.1 Related Work

Several papers ([46],[56],[61],[63],[88],[100]) study full coverage of geometric regions with Euclidean disks. For an overview of optimal coverings of squares and triangles with disks see Chapter 1.7 of [19].

In the context of Barrier Coverage, [21] presents a polynomial time algorithm which for two points in the plane and a set of Euclidean disks selects a minimal subset of the disks which separates the two points. Extending the problem to $k$ points, an $O(1)$-approximation algorithm was presented in [47] and NP-hardness was shown in [78]. The same two point separation problem was studied in [5] when segments instead of disks are given.

Covering a simple polygon with a single geodesic disk of minimum radius has been studied in [79] and a linear-time algorithm is presented in [12]. An output sensitive algorithm for computing geodesic disks for a given set of centers and a fixed radius is presented in [17].

Chapter Organization

This chapter is organized as follows. In Section 3.2 we present the algorithm and show that it runs in time $O(n \log^2 n + k)$. In Section 3.3 we prove that the number of centers placed by the algorithm is at most twice the minimum number of centers needed to cover the polygon boundary. In Section 3.4 we show that a simple linear time algorithm
achieves an asymptotically optimal approximation ratio when the polygon perimeter is much larger than \( n \).

### 3.2 The Algorithm and Its Running Time

Our algorithm makes use of several properties of geodesic Voronoi diagrams which we review below.

#### 3.2.1 Geodesic Voronoi diagrams

A furthest-site geodesic Voronoi diagram of \( k \) sites in a simple polygon \( P \) on \( n \) vertices is a decomposition of \( P \) into cells such that all points in a cell have the same site furthest away from them (in the geodesic metric). As shown in [8], it has combinatorial complexity \( O(n + k) \) and can be constructed in time \( O((n + k) \log(n + k)) \). In Section 2.8 of [8] it is shown that these combinatorial and time complexities are with respect to a refinement (also called a shortest path partition) of the Voronoi edges. For all points on a refined edge it holds that their shortest paths to each of the two furthest sites are combinatorially equivalent, i.e., they consist of the same sequence of polygon vertices respectively. Furthermore, Section 3.3 of [8] defines for each of the \( O(n + k) \) refined edges, and for each of the two furthest sites \( s_1 \) and \( s_2 \) defining a Voronoi edge \( e \), the anchor points \( a_e(s_1), a_e(s_2) \) which are the last points on the shortest path from \( s_1, s_2 \) respectively to any point on \( e \). Those anchors can be computed in total \( O(n + k) \) time and each time we compute a furthest-site geodesic Voronoi diagram we store the anchors as well as the distance to its site at the refined Voronoi edges. An additional property of this Voronoi diagram is that its edges form a tree, rooted at the geodesic center of the \( k \) sites, which is defined as the point that minimizes the maximum distance to any
of the sites (see Corollary 2.9.3 of [8]). Therefore, the geodesic center of the sites can be obtained within the same time bound.

The second data structure we use is the closest-site geodesic Voronoi diagram which, for $k$ sites in a simple polygon $P$ on $n$ vertices, is a decomposition of $P$ into cells such that all points in a cell have the same site closest to them (in the geodesic metric). It has combinatorial complexity $O(n+k)$ and it can be constructed in time $O((n+k) \log(n+k))$ (see [6]).

### 3.2.2 The ContiguousGreedy Algorithm

In this section we describe a greedy 2-approximation algorithm which finds a collection of geodesic unit disks which cover the boundary of $P$ and returns the set of disk centers.

It starts at vertex $v_1$ of the vertices $v_1, \ldots, v_n$ of $P$ and iteratively extends a contiguous cover $\Gamma$ of $\partial P$ (in clockwise order) by the maximum amount that can be covered with a single geodesic disk. We denote the clockwise endpoint of $\Gamma$ by $c$, thus initially $\Gamma = \{v_1\}$ and $c = v_1$.

We cover segment portions longer than 2 in time linear in the minimum number of disks needed to cover them. With $v_u$ denoting the first uncovered vertex in the current iteration, we partially cover $cv_u$ by adding $\lceil d(c,v_u)/2 \rceil - 1$ centers sequentially on $cv_u$. By this, we assure that none of those disks contains $v_u$ and, since each disk contains a boundary portion of length 2, the disks placed are indeed optimal with respect to the greedy contiguous extension criterion.

**Definition 3.1.** For a polygonal chain $C$, we denote by $\|C\|$ the sum of the lengths of its line segments and we refer to the number of vertices of $C$ by $|C|$. 
Definition 3.2. For two points $u, v \in \partial P$, we denote the portion of $\partial P$ in clockwise orientation between $u$ and $v$ by $\partial P[u, v]$.

If $c$ does not lie on a long segment, we compute the next endpoint $c'$ which extends $\Gamma$ in clockwise order by a maximum length boundary portion which can be covered by a single geodesic unit disk. We do this by finding the first vertex $v_u$ (in clockwise order) such that $\partial P[c, v_u]$ cannot be contained in a single geodesic unit disk. This test is done by calling the TestCover($c, v$) procedure discussed below, which, for a boundary point $c$ and a vertex $v$ tests whether $\partial P[c, v]$ can be covered with a single geodesic unit disk. If $v_i$ is the first vertex in clockwise order after $c$, we find $v_u$ by first using exponential search with the TestCover predicate with $c$ fixed and $v$ set to $v_{i+1}, v_{i+2}, v_{i+4}, \ldots v_{i+2^k}, \ldots$ respectively in consecutive steps until TestCover returns false or $i + 2^k > n$. This defines an index-interval containing the index $u$ which can then be found using a simple binary search.

After finding $v_u$ and thereby fully determining the sequence of vertices covered in the current iteration, we use the AugmentShort procedure – discussed below – to compute the new endpoint $c'$ of $\Gamma$ as well as the center of the next disk.
### ContiguousGreedy

```plaintext
\( c \leftarrow v_1, v_u \leftarrow v_2 \)
\( S \leftarrow \emptyset \)

**while** \( \partial P \) not covered:

1. If \( cv_u \) is longer than 2
   
   compute centers on \( cv_u \) at steps of 2; add them to \( S \); update \( c \)

2. Update \( v_u \) to the first vertex s.t. \( \partial P[c, v_u] \) cannot be covered by a single disk,
   
   using Exponential and Binary Search with predicate TestCover

3. Use AugmentShort to cover the vertices between \( c \) and \( v_u \), and a maximal
   
   portion of the edge \( v_{u-1}v_u \); add new center to \( S \) and update \( c \)

**end while**

**return** \( S \)
```

**Definition 3.3.** For two points \( u, v \) in a simple polygon \( P \), we denote the shortest path

in \( P \) between \( u \) and \( v \) by \( \pi(u, v) \). We denote the number of its vertices by \( |\pi(u, v)| \).

**Definition 3.4 ([96]).** A set \( Q \) inside a simple polygon \( P \) is called *geodesic convex*, if

for any two points \( u, v \in Q \), the shortest path \( \pi(u, v) \) is contained in \( Q \).

**TestCover\((c, v)\).** This procedure tests for a boundary point \( c \) and a polygon vertex

\( v \) whether \( \partial P[c, v] \) can be covered with a single geodesic unit disk. Observe that if a

geodesic unit disk can cover a set of points, then a geodesic unit disk centered at the

general center of those points obviously also covers them. Let \( U = U(c, v) \) denote the

sequence of point \( c \) and all polygon vertices up to (and including) \( v \) in clockwise order.

**TestCover** computes the geodesic center of \( U \) and returns true iff it has distance at
most one to all points in $U$.

*Implementation details.* We compute the geodesic center of $U$ in a smaller polygon $Q$ containing $U$. We let $Q$ be $\partial P[c,v] \circ \pi(v,c)$, with $\circ$ denoting the concatenation of two polygonal chains sharing two endpoints. Note that $Q$ may have touching sides, but it is not self-intersecting. Such polygons are referred to as *weakly simple* polygons ([38]) and the geodesic distance within them is well defined. Since $Q$ is the concatenation of a boundary part of $P$ and a shortest path in $P$ it follows that $Q$ is geodesic convex in $P$, thus implying that the geodesic center of $U$ in $Q$ is the same point as the geodesic center of $U$ in $P$. We find this geodesic center point by computing the furthest-site geodesic Voronoi diagram $\mathcal{VP}_Q(U)$ of the sites $U$ in $Q$, traversing the (oriented) Voronoi edges to the root and thereby obtain the geodesic center of $U$ (see Section 3.2.1). Then, for each site in $U$ we test whether the distance to the geodesic center is at most one.

*Computational complexity.* Computing $\pi(v,c)$ takes time $O(|\pi(v,c)| \log n)$ after $O(n)$ global pre-processing time, using the algorithm of [52]; concatenating two polygonal chains to construct $Q$ takes constant time. Computing $\mathcal{VP}_Q(U)$ takes $O(|Q| \log(|Q|))$ time and the geodesic center can be obtained from $\mathcal{VP}_Q(U)$ in the same time bound. Computing the distance from the geodesic center to all sites in $U$ can be done in time $O(|Q|)$ (see [51]), by building the shortest path tree rooted at the geodesic center. Therefore, the procedure has an overall time complexity of $O(|Q| \log n)$.

Knowing the first vertex $v_u$ such that $\partial P[c,v_u]$ cannot be covered with a single geodesic unit disk, we compute the center of the next disk and compute the new endpoint $c'$ of $\Gamma$ the following *AugmentShort* procedure.
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AugmentShort\((c, v_u)\). For the new endpoint \(c'\) of \(\Gamma\) it needs to hold that \(\partial P[c, c']\) can be covered with one geodesic unit disk, and for any \(c'' \in \partial P\), with \(\|\partial P[c, c'']\| > \|\partial P[c, c']\|\) it is not possible to cover \(\partial P[c, c'']\) with a single geodesic unit disk. Let \(U = U(c, v_{u-1})\) denote the clockwise sequence of point \(c\) and all vertices up to (and including) \(v_{u-1}\). We construct \(Q = \partial P[c, v_u] \circ \pi(v_u, c)\) and denote by \(A\) the intersection of the geodesic unit disks centered at the points \(U\) in \(Q\). This intersection is non-empty by construction and the center of the next disk lies in \(A\). We denote by \(I\) the set of all disk-disk intersection points on \(\partial A\) as shown in Fig. 3.2. Lemma 3.5 below justifies the steps taken to find \(c'\).

**Lemma 3.5.** Given a simple polygon \(P\), let \(A\) be the non-empty intersection of a collection of geodesic unit disks in \(P\) and let \(\overline{\alpha \beta}\) be a line-segment in \(P\), such that for all \(a \in A\), \(d(a, \alpha) \leq 1\) and \(d(a, \beta) > 1\). For any point \(c \in \overline{\alpha \beta}\) and any disk center \(q\) furthest away from \(c\), \(d(c, A) = 1\) if and only if either:

\begin{enumerate}
  \item[a)] \(d(c, q) = 2\) and \(\pi(c, q) \cap \partial D(q) \in A\), or
  \item[b)] \(d(c, I) = 1\) and \(\pi(c, q) \cap \partial D(q) \notin A\),
\end{enumerate}

with \(I\) denoting the disk-disk intersection points on \(\partial A\) and \(d(c, Y) = \min_{s \in Y} d(c, s)\), for a point set \(Y\) in \(P\).
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Proof. (Lemma 3.5) Let \( p \) be the point in \( A \) closest to the point \( c \) and by \( q \) a center farthest from \( c \). Notice that since \( A \) is geodesic convex, \( p \) is unique and it lies on \( \partial A \).

We prove Lemma 3.5 with the help of the following two observations.

**Observation 3.2.1.** If \( p \in \partial D(q') \) for some center \( q' \) and \( \pi(q', c) \cap \partial D(q') \notin A \) then \( p \in I \).

**Proof.** Let \( p' = \pi(q', c) \cap \partial D(q') \) and assume that \( p \notin I \), thus \( p \) is in the interior of all the disks defining \( A \), other than \( D(q') \). Furthermore, since \( D(q') \) is geodesic convex, \( \pi(p, p') \cap A \) contains a point \( a \), with \( a \neq p \). Since \( d(p', q') = d(p, q') = 1 \) and \( p' \) is on the shortest path from \( q' \) to \( c \), by uniqueness of the shortest path, \( d(c, p') < d(c, p) \). Then, by Lemma 3.6, \( d(c, a) < \max\{d(c, p), d(c, p')\} = d(c, p) \), contradicting that \( p \) is the point in \( A \) closest to \( c \).

**Observation 3.2.2.** If \( p \in A \setminus I \) then \( p = \pi(c, q) \cap \partial D(q) \).

**Proof.** Since \( p \notin I \) there is a unique center \( q' \) such that \( p \in \partial D(q') \). As shown in Observation 3.2.1, if \( p \in D(q') \) and \( \pi(c, q') \cap D(q') \notin A \) then \( p \in I \). Therefore \( \pi(c, q') \cap D(q') \) is contained in \( A \) and we denote this point by \( p' \).

Observe that \( p' \) is contained in \( \pi(c, q') \) and is at distance 1 from \( q' \), thus \( d(q', c) = d(q', p') + d(p', c) = 1 + d(p', c) \). Clearly, \( d(q', c) \leq d(q', c) + d(p, c) = 1 + d(p, c) \) and since \( p \) is the closest point in \( A \) to \( c \), it follows that \( p = p' \). Now observe that, since \( d(q', c) = 1 + d(p, c) \) and the distance between \( p \) and any other center is less than 1 (because \( p \notin I \)), \( q' \) is the farthest center, i.e., \( q' = q \). Therefore \( p = \pi(c, q) \cap D(q) \) holds as claimed.

We now prove Lemma 3.5:
"⇒". We distinguish two cases based on whether \( p \in A \setminus I \) or \( p \in I \). If \( p \in A \setminus I \), then \( p = \pi(c, q) \cap D(q) \) as shown in Observation 3.2.2. Therefore, \( \pi(c, q) \cap D(q) \in A \) and \( d(c, q) = d(c, p) + d(p, q) = 2 \), and thus condition a) holds. If \( p \in I \) and \( \pi(c, q) \cap D(q) \notin A \) condition b) holds. Otherwise if \( p \in I \) and \( \pi(c, q) \cap D(q) \in A \), let \( p' = \pi(c, q) \cap D(q) \). We can write the distance \( d(c, q) \) as \( d(c, p') + d(p', q) \). Since \( p' \) lies on \( \partial D(q) \), \( d(p', q) = 1 \) and since \( d(c, A) = 1 \) this implies that \( d(c, p') \geq 1 \). Therefore, distance \( d(c, q) \geq 2 \).

By the triangle inequality it also holds that \( d(c, q) \leq d(c, p) + d(p, q) \). Since \( p \) is the closest point in \( A \) to \( c \), \( d(c, p) = 1 \) by hypothesis. Since \( p \) lies on \( \partial D(q) \), \( d(p, q) = 1 \). Therefore, \( d(c, q) \leq 2 \) and combining this with \( d(c, q) \geq 2 \) from above, \( d(c, q) = 2 \) and again condition a) holds.

"⇐" a) Let \( p' = \pi(c, q) \cap \partial D(q) \). Then \( d(c, A) \leq d(c, p') = d(c, q) - d(q, p') = 1 \). If \( d(c, A) < 1 \), by definition \( d(c, p) < 1 \). Since \( p \in A \), \( d(p, q) \leq 1 \) and by the triangle inequality, \( d(c, q) \leq d(c, p) + d(p, q) < 2 \) which contradicts \( d(c, q) = 2 \).

b) Since \( d(c, I) \leq 1 \) and \( I \subseteq A \), obviously \( d(c, A) \leq 1 \). For \( p \in A \) the closest point to \( c \) in \( A \), assume that \( d(c, p) < 1 \). Since \( d(c, I) = 1 \), \( p \notin I \). Therefore, by Observation 3.2.2, \( p = \pi(c, q') \cap \partial D(q') \), and thus this intersection is in \( A \) contradicting the hypothesis.

\[ \square \]

We use the following steps to determine \( c' \) on \( e = \overline{v_{u-1}v_u} \).

Step 1) Find the point \( x_1 \) on \( e \) closest to \( v_u \), whose distance to its furthest point \( q \) in \( \overline{U} \) is exactly 2 and \( \pi(x_1, q) \cap \partial D(q) \in A \), if such a point \( x_1 \) exists.

Step 2) Find the point \( x_2 \) on \( e \) closest to \( v_u \), whose distance to its closest point in \( I \) is exactly 1.

Step 3) Set \( c' \leftarrow x_2 \) if \( x_1 \) does not exist or \( d(x_2, v_u) < d(x_1, v_u) \). In this case we add the
point in $I$ closest to $c'$ as the new disk center to the set $S$ of centers. Otherwise $c' \leftarrow x_1$ and the point $\pi(x_1, q) \cap \partial D(q)$ is the new disk center which gets added to $S$.

Note that since $v_{u-1}$ will be covered in this iteration and $v_u$ won't be covered, $d(v_{u-1}, A) \leq 1 < d(v_u, A)$. By continuity of the geodesic distance, there is a point $c'$ on $e$, with $d(c', A) = 1$ and thus by Lemma 3.5 either $x_1$ or $x_2$ exists.

In Step 1, to find $x_1$ if it exists, we construct the (refined) furthest-site geodesic Voronoi diagram of the sites $\overline{U}$ in $Q$ and traverse the Voronoi vertices $\gamma_1, \ldots, \gamma_m$ on $e$, ordered in the direction from $v_u$ to $v_{u-1}$ and set $\gamma_{m+1} = v_{u-1}$. For each such vertex we check in $O(\log |Q|)$ time whether the distance to (one of) its furthest site(s) is at most 2, using an $O(\log |Q|)$ time shortest path query ([52]) after pre-processing $Q$ in $O(|Q|)$ time. Once we find the first $\gamma_j$ with distance at most 2, if it exists, this determines a sub-segment $\overline{\gamma_j \gamma_{j-1}}$ on $e$ containing a point $x$ at distance exactly 2 from its furthest site $q$. Note that since the shortest paths to the furthest site $q$ have the same combinatorial structure for all points on the refined Voronoi edge $\overline{\gamma_j \gamma_{j-1}}$, we find the point at distance 2 to $q$ in constant time since we stored the anchor point $a_{\overline{\gamma_j \gamma_{j-1}}}(q)$ at the edge $\overline{\gamma_j \gamma_{j-1}}$ (see Section 2.1). We check if $\pi(x, q) \cap \partial D(q) \in A$, by computing $D(q)$ in time $O(|Q|)$ using [51] and finding in $O(\log |Q|)$ time the arc $\alpha$ of $D(q)$ separating $q$ from $x$. We traverse the edges of $\pi(x, q)$ and for each edge we test in $O(1)$ time if it intersects $\alpha$. Denoting the intersection point by $p$, we check if $p \in A$, by computing the shortest path tree to the sites in $U$ and test if the distance to all sites is at most 1 in time $O(|Q|)$. If this intersection is in $A$, we set $x_1$ to $x$. 
Claim 3.2.3. There can be at most two points on e that have distance exactly 2 from their respective furthest site; if there are two such points, one of them must be \( v_{u-1} \).

We prove this claim using the following lemma.

Lemma 3.6 (Lemma 1 [79]; see also Lemma 2.2.1 [8]). Given three points \( a, b, c \) in a simple polygon, for \( x \in \pi(b, c) \), the distance \( d(a, x) \) is a convex function on \( \pi(b, c) \), with \( d(a, x) < \max\{d(a, b), d(a, c)\} \).

Proof. Assume that there are two points \( p_1 \) and \( p_2 \) on \( e \setminus \{v_{u-1}\} \) that are at distance 2 from their respective furthest sites, with \( p_1 \) closer to \( v_{u-1} \) than \( p_2 \), thus \( p_1 \in \overline{v_{u-1}p_2} \setminus \{v_{u-1}, p_2\} \). Let \( q_1 \) be a center furthest away from \( p_1 \). Clearly \( d(q_1, v_{u-1}) \leq 2 \) since both \( q_1 \) and \( v_{u-1} \) are at distance at most 1 from any point in \( A \). Since \( d(q_1, p_2) \leq 2 \) and \( p_1 \in \overline{v_{u-1}p_2} \setminus \{v_{u-1}, p_2\} \), by Lemma 3.6 \( d(q_1, p_1) < 2 \), contradicting the assumption that \( d(q_1, p_1) = 2 \). \( \square \)

According to the above claim, the only other candidate for \( x_1 \) is \( v_{u-1} \). Thus, if \( \pi(x_1, q) \cap \partial D(q) \notin A \) we check in \( O(\log |Q|) \) time if the point \( v_{u-1} \) is at distance exactly 2 from its furthest site and if so, we set \( x_1 \) to \( v_{u-1} \). If \( x_1 \) exists \( \partial P[c, x_1] \) can be covered with one geodesic unit disk, because the point \( \pi(x_1, q) \cap \partial D(q) \) has distance exactly 1 to \( x_1 \) and lies in \( A \).

In Step 2, to find \( x_2 \), we first construct the set \( I \) of the disk-disk intersection points of \( A \); we do this without explicitly computing \( A \). To construct \( I \), we look at the furthest-site geodesic Voronoi diagram of the sites \( \overline{U} \) in \( Q \) constructed in the Step 1. Since any point in \( I \) has two points in \( \overline{U} \) at distance 1, every point in \( I \) lies on a Voronoi edge. For every site \( s \in \overline{U} \) we look at the refined edges of \( \sigma(s) \) and for such edge \( e \) we access its
anchor point $a_e(s)$ as well as the distance from $s$ to the endpoints of $e$, in constant time. We test if there is a point on $e$ having distance 1 to $s$, again in $O(1)$ time. If such a point exists then this is a disk-disk intersection point and we add it to $I$. Since we need constant time for each refined Voronoi edge, $I$ can be computed in total time $O(|Q|)$.

Having computed $I$, we construct the closest-site geodesic Voronoi diagram of the sites in $Q$. We traverse the Voronoi vertices $\gamma_1, \ldots, \gamma_m$ on $e$, ordered in the direction from $v_u$ to $v_{u-1}$ and set $\gamma_{m+1} = v_{u-1}$. For each such vertex we check whether the distance to (one of) its closest site(s) is at most 1 again by an $O(\log n)$ time shortest path distance query. Once we find the first such vertex $\gamma_j$ on $e = v_{u-1}v_u$, if it exists, we have determined a sub-segment $\gamma_j\gamma_{j-1}$ on $e$ where $x_2$ lies. Letting $i \in I$ be the corresponding closest site, by Lemma 3.6, we find the point in $\gamma_j\gamma_{j-1}$ at distance 1 from $i$ by computing the intersection point of a geodesic unit disk centered at $i$ with $\gamma_j\gamma_{j-1}$, in time $O(|Q|)$, using the funnel algorithm of [51].

There can be at most two points on $e$ that have distance exactly 1 from $i$; if there are two such points, one of them must be $v_{u-1}$. This can be seen directly from the fact that $d(i, v_{u-1}) \leq 1$, and Lemma 3.6. We set $x_2$ to the one closer to $v_u$. It is easy to see that $x_2$ is feasible, i.e., $\partial P[c, x_2]$ can be covered with one geodesic unit disk, because $d(i, U) \leq 1$ and $d(i, x_2) = 1$.

In Step 3, $c' \leftarrow x_2$, if either $x_1$ does not exist or $d(x_2, v_u) < d(x_1, v_u)$, thus $c'$ indeed extends $\Gamma$ maximally because $x_2$ is the point on $e$ closest to $v_u$ having distance exactly 1 to the closest point in $I$, i.e., to the center of the geodesic unit disk placed in this iteration. Otherwise $c' \leftarrow x_1$ and $x_1$ is the point on $e$ closest to $v_u$ having distance exactly 2 to the furthest center in $U$; any point on $e$ closer to $v_u$ has distance larger than
from that center and is thus infeasible.

**Computational Complexity / Summary.** Constructing $Q$ takes time $O(|Q| \log n)$ as argued in the TestCover($c, v$) paragraph before. Step 1 needs $O(|Q| \log |Q|)$ time to construct the geodesic furthest-site Voronoi diagram of $U$ in $Q$ and $O(|Q| \log |Q|)$ time to find a sub-segment of the edge $e$ possibly containing $x_1$, since there are only $O(|Q|)$ Voronoi vertices in total and we spend $O(\log |Q|)$ on them for finding the sub-segment. The last step is to test if $\pi(x, q) \cap \partial D(q) \in A$, which takes time $O(|Q|)$ as argued above.

In Step 2, we spend $O(|Q|)$ time to construct the set $I$ and $O(|Q| \log |Q|)$ time to construct the geodesic closest-site Voronoi diagram of the sites $I$. We then traverse edge $e$ in $O(|Q| \log |Q|)$ time to find a sub-segment of the edge $e$ possibly containing $x_2$, and determine $x_2$ on this sub-segment in $O(|Q|)$ time.

Thus the overall time spent in AugmentShort is $O(|Q| \log n)$.

**Total Running Time.**

Let $Q$ be the set of all polygons constructed throughout the whole execution of ContiguousGreedy. In each polygon $Q \in Q$ we spend $O(|Q| \log n)$ time in TestCover and possibly $O(|Q| \log n)$ time in AugmentShort as argued above. Since in each iteration of ContiguousGreedy, $\Gamma$ is extended to cover at least one new polygon vertex, there are at most $n$ iterations of the main while loop. Furthermore, covering long segments of $\partial P$ takes total time $O(k)$. Since according to Lemma 3.7, $\sum_{Q \in Q} |Q| = O(n \log n)$, the running time of ContiguousGreedy is $O(n \log^2 n + k)$.

**Lemma 3.7.** $\sum_{Q \in Q} |Q| = O(n \log n)$.
Proof. Each polygon of $Q$ constructed in the \textsc{ContiguousCover} algorithm has the form $Q = \partial P[c, w] \circ \pi(w, c)$, with $c$ an arbitrary point on $\partial P$ and $w$ a vertex of $P$. We call $\partial P[c, w]$ the $\partial$-portion and $\pi(c, w)$ the $\pi$-portion of the polygon $Q$. Notice that every polygon constructed in \textsc{AugmentShort} was also constructed in a \textsc{TestCover} call and thus it suffices to bound the number of polygons constructed in all \textsc{TestCover} calls.

Observe that $|Q| = O(n \log n)$, since in each iteration, $\Gamma$ is extended to cover at least one new vertex, thus there are at most $n$ iteration, and in each iteration we construct $O(\log n)$ polygons during Exponential and Binary Search. Observe that if every vertex of $P$ is contained in $O(\log n)$ polygons of $Q$ then $\sum_{Q \in Q} |Q| = O(n \log n)$. This holds because for each $Q \in Q$ there is at most one vertex of $Q$ which is not a vertex in $P$, namely the point $c$.

Since $v_1$ is covered both in the first and last iteration of the algorithm, we are pessimistically bounding the number of polygons containing $v_1$ by $|Q| = O(n \log n)$. To then prove the lemma it is enough to show that every vertex of $P$ except $v_1$ is contained in $O(\log n)$ polygons of $Q$. For that we fix a vertex $v_k$, with $1 < k \leq n$, and show that $v_k$ appears in the $\partial$-portion of $O(\log n)$ polygons and $v_k$ appears in the $\pi$-portion of $O(\log n)$ polygons of $Q$.

To bound the number of appearances of $v_k$ on the $\partial$-portion of a polygon we fix the unique iteration $i^*$ in which $v_k$ is first covered. Since \textsc{TestCover} is used as a predicate in Exponential and Binary search, in iteration $i^*$ it is called $O(\log n)$ times and thus $v_k$ appears in $O(\log n)$ polygons during this iteration. Observe, that in subsequent iterations, when $i > i^*$, vertex $v_k$ is not part of the $\partial$-portion of any constructed polygon. For an iteration $i < i^*$, let $v_{ui}$ be the first uncoverable vertex (denoted by $v_u$ in the algorithm) found in iteration $i$, thus $u_i \leq k$; let $q_i$ be the number of polygons in which
\(v_k\) appears on the \(\partial\)-portion during this iteration \(i\). Also observe that \(u_{i-1}\) is the index of the first vertex of \(P\) covered in iteration \(i\). We claim that

\[
k - u_i \leq \frac{k - u_{i-1}}{2^{q_{i-1}}}, \text{for any } 1 \leq i < i^*
\]

and defining \(u_0 = 1\), implies that \(\sum_{i=1}^{i^*-1} q_i \leq \log k \leq \log n\).

For \(q_i = 0\), inequality (3.1) holds trivially. Otherwise, since \(v_k\) is not covered during this iteration, Exponential Search stops after the first time \(v_k\) appears on the \(\partial\)-portion of a constructed polygon. This leaves a search interval of size at most \(k - u_{i-1}\). During Binary Search, there are exactly \(q_i - 1\) search intervals which contain both \(v_u\) and \(v_k\). Since the interval size is halved at each step and all search intervals containing both \(v_u\) and \(v_k\) have size at least \(k - u_i\), inequality (3.1) follows.

So far we have shown that \(v_k\) appears on the \(\partial\)-portion of \(O(\log k)\) polygons in \(Q\) before iteration \(i^*\), \(O(\log n)\) times during iteration \(i^*\) and does not appear in subsequent iterations. Therefore, all together, \(v_k\) appears on \(\partial\)-portions of \(O(\log n)\) polygons in \(Q\).

To bound the number of appearances of \(v_k\) on the \(\pi\)-portion of a polygon, let \(Q_k \subseteq Q\) be the set of polygons containing \(v_k\) on their \(\pi\)-portion but not on the \(\partial\)-portion. By Observation 3.2.4 below, any two polygons in \(Q_k\) intersect on their \(\partial\)-portion because they both contain \(v_k\) on their \(\pi\)-portion. Since by construction the \(\partial\)-portion of each polygon \(Q\) ends with a vertex, any two polygons in \(Q_k\) have a vertex in common on their \(\partial\)-portion. This is true because the \(\partial\)-portion of those polygons are subsequences of \((v_1, ..., v_n, v_1)\) and it is easy to see that there is a vertex \(v_{k'}\) that belongs to the \(\partial\)-portion of all \(Q \in Q_k\). Since \(v_{k'}\) appears on \(\partial\)-portions of \(O(\log n)\) polygons, \(|Q_k| = O(\log n)\).

\(\square\)
Observation 3.2.4. For $a, b, c, d$ four distinct points on $\partial P$, if $\pi(a, b) \cap \pi(c, d)$ contains a polygon vertex not contained in $\partial P[a, b] \cup \partial P[c, d]$, then $\partial P[a, b] \cap \partial P[c, d] \neq \emptyset$.

Proof. Let $v$ be a vertex contained in $\pi(a, b) \cap \pi(c, d)$ not in $\partial P[a, b] \cup \partial P[c, d]$ and assume for contradiction that $\partial P[a, b]$ and $\partial P[c, d]$ are disjoint. Then either $\partial P[c, d] \subset \partial P[a, v]$ or $\partial P[c, d] \subset \partial P[v, b]$. W.l.o.g. assume $\partial P[c, d] \subset \partial P[v, b]$. For $w$ the successor vertex of $v$ in $\pi(a, b)$, let $Q$ be the simple polygon bounded by $\pi(w, b) \circ \partial P[w, v]$. If both $c, d$ are contained in $Q$, meaning $w \notin \partial P[c, d]$, since $v$ is a convex vertex in $Q$, it holds that $v \notin \pi(c, d)$, a contradiction. Otherwise, let $R$ be the geodesic convex set bounded by $\pi(w, b) \circ \partial P[b, w]$. If both $c, d$ are contained in $R$, then by geodesic convexity, $\pi(c, d) \subseteq R$ and thus $v \notin \pi(c, d)$. Otherwise $d \in Q$ and $c \in R$ as shown in Fig. 3.3. Since in that case $Q \cap R = \{w\}$ and $R \cup Q$ is again a geodesic convex set, $\pi(c, d) = \pi(c, w) \circ \pi(w, d)$. Again, since $v$ is a convex vertex in $Q$, $v \notin \pi(w, d)$, and thus $v$ not in $\pi(c, d)$, a contradiction.

3.3 Approximation Ratio

Let $OPT$ denote a set of geodesic unit disks optimally covering $\partial P$. In order to prove the 2-approximation we prove the existence of a coloring for $\partial P$ using $|OPT|$ distinct colors and introducing at most $\max\{2|OPT| - 2, 1\}$ monochromatic boundary portions.
We then show that CONTIGUOUSGREEDY uses at most one disk per monochromatic boundary portion (plus possibly one additional disk for the unique monochromatic boundary portion containing $v_1$), which implies the 2-approximation factor of CONTIGUOUSGREEDY.

A coloring of $\partial P$ is a function $\gamma : \partial P \to \mathbb{N}$. The number of colors used by $\gamma$ is defined as the cardinality of the image of $\gamma$. A block is a connected component of $\partial P$ colored with a single color. We let $\partial P_i$ denote the subset of the polygon boundary colored with color $i$ and we call each connected component of $\partial P \setminus \partial P_i$ a pocket of $\partial P$ induced by color $i$ (see Fig. 3.4(b)).

A coloring of $\partial P$ is called crossing-free if for any two distinct colors $i, j$, it holds that $\partial P_j$ is contained in a single pocket induced by color $i$.

For a collection $D = \{D_1, \ldots, D_k\}$ of disks covering $\partial P$, a disk-coloring of $\partial P$ w.r.t. $D$ is a function $\gamma_D : \partial P \to \{1, \ldots, k\}$, such that $\gamma(x) = i \Rightarrow x \in D_i$, i.e., a point on $\partial P$ can only be colored with one of the indices of the disks covering it (see Fig. 3.4(a)).

**Definition 3.8.** For a coloring $\gamma$, two of its colors $r$ and $b$ cross each other, if there are two pockets induced by color $r$ containing blocks of color $b$.

Observe that if two colors $r$ and $b$ cross each other, there are at least two blocks $B_r^1, B_r^2$ of color $r$ and two blocks $B_b^1, B_b^2$ of color $b$ such that sequence of blocks $B_r^1, B_r^1, B_r^2, B_b^2$...
Lemma 3.9. In any disk-coloring, if two colors \( r \) and \( b \) cross each other, one of the following holds: 1) There exists a pocket induced by color \( r \) which contains blocks of color \( b \) and all these blocks can be re-colored with color \( r \), s.t. the resulting coloring is still a disk-coloring. 2) There exists a pocket induced by color \( b \) which contains blocks of color \( r \) and all these blocks can be re-colored with color \( b \), s.t. the resulting coloring is still a disk-coloring.

Proof. Suppose this is not possible. Since neither \( B^1_r \) nor \( B^2_r \) can be colored with \( b \), there are points \( \alpha_r \in B^1_r \) and \( \beta_r \in B^2_r \) which lie outside of disk \( D_b \). If we denote the center of \( D_b \) by \( c_b \), it therefore holds that \( d(c_b, \alpha_r) > 1 \) and \( d(c_b, \beta_r) > 1 \) (see Fig. 3.5).

Analogously, there are two points \( \alpha_b \in B^1_b \) and \( \beta_b \in B^2_b \), s.t. \( \alpha_b \) and \( \beta_b \) can not be colored with color \( r \). This again implies that both points lie outside of disk \( D_r \) centered at \( c_r \) and thus \( d(c_r, \alpha_b) > 1 \) and \( d(c_r, \beta_b) > 1 \).

Lemma 3.10. For any collection of disks covering \( \partial P \), there exists a crossing free disk-coloring of \( \partial P \).

Proof. Consider the four paths \( \pi(c_r, \alpha_r), \pi(c_r, \beta_r), \pi(c_b, \alpha_b) \) and \( \pi(c_b, \beta_b) \). Due to the alternating arrangement of the four blocks \( B^1_r, B^1_b, B^2_r, B^2_b \) and therefore of \( \alpha_r, \alpha_b, \beta_r, \beta_b \),
on the polygon boundary, one of the paths from \(c_r\) must intersect with one of the paths from \(c_b\). Assume w.l.o.g. that \(\pi(c_r, \alpha_r)\) intersects \(\pi(c_b, \beta_b)\) and let \(p\) be an intersection point. Again, w.l.o.g., assume that \(d(c_r, p) \leq d(c_b, p)\). Then, by the triangle inequality \(d(c_r, \beta_b) \leq d(c_b, \beta_b) \leq 1\) contradicting our assumption that \(d(c_r, \beta_b) > 1\).

\[\]

We are now going to prove Lemma 3.10, which states that for any collection of disks covering \(\partial P\), there exists a crossing free disk-coloring of \(\partial P\).

For a given disk-coloring w.r.t. a collection of disks \(D\), we let \(l_{ij}\) be the number of pockets induced by color \(i\) which contain blocks of color \(j\); observe that \(l_{ij} = l_{ji}\). We refer to

\[\sum_{1 \leq i < j \leq |D|} (l_{ij} - 1)\]

as the crossing number of the disk-coloring. By definition it holds that the crossing number of a coloring is zero if and only if the coloring is crossing free. We now let \(\gamma = \gamma_D\) be a disk-coloring of \(\partial P\) w.r.t. disks \(D\), having minimum crossing number (over all disk-colorings w.r.t. \(D\)). Assume for contradiction that the crossing number of \(\gamma\) is not zero and let \(r\) and \(b\) be two colors of \(\gamma\) which cross each other, i.e., \(l_{rb} = l_{br} \geq 2\). Then, w.l.o.g., according to Lemma 3.9, there exists a pocket \(P_b\) induced by color \(b\), in which all blocks of color \(r\) can be colored with \(b\) and the coloring remains a valid disk-coloring w.r.t. \(D\). We refer to the resulting disk-coloring as \(\hat{\gamma}\) and by \(\hat{l}_{ij}\) to the number of pockets induced by color \(i\) of \(\hat{\gamma}\) which contain blocks of color \(j\) (again in \(\hat{\gamma}\)). Lastly we denote by \(\hat{P}_r\) the pocket induced by color \(r\) in \(\hat{\gamma}\), fully containing \(P_b\) as shown in Figure 3.6.
We are going to show that $\hat{\gamma}$ has a smaller crossing number than $\gamma$, thus contradicting the assumption that $\gamma$ is the disk-coloring with minimum crossing number. For this, we extend the definition of $l_{ij}$ to parts of the polygon boundary: for a contiguous subset $\partial Q$ of $\partial P$, we denote by $l_{ij}[\partial Q]$ the number of pockets induced by color $i$ which are fully contained in $\partial Q$ and which contain blocks of color $j$.

For the rest of the proof, let $k$ be an arbitrary color of $\gamma$ (and thus also of $\hat{\gamma}$). Since every pocket induced by color $r$ in $\gamma$ (and in $\hat{\gamma}$) is either contained in $P_r$ or in $\partial P \setminus P_r$, it holds that

$$l_{rk} = l_{rk}[P_r] + l_{rk}[\partial P \setminus P_r] \quad \text{and} \quad \hat{l}_{rk} = \hat{l}_{rk}[P_r] + \hat{l}_{rk}[\partial P \setminus P_r]. \quad (3.2)$$

Similarly, it holds that

$$l_{bk} = l_{bk}[P_b] + l_{bk}[\partial P \setminus P_b] \quad \text{and} \quad \hat{l}_{bk} = \hat{l}_{bk}[P_b] + \hat{l}_{bk}[\partial P \setminus P_b]. \quad (3.3)$$

Furthermore, since $\hat{\gamma}$ does not differ from $\gamma$ in $\partial P \setminus P_b$, it holds that

$$\hat{l}_{bk}[\partial P \setminus P_b] = l_{bk}[\partial P \setminus P_b] \quad (3.4)$$
and analogously, since \((\partial P \setminus \hat{P}_r) \subseteq (\partial P \setminus P_b)\), it holds that

\[
\hat{l}_{rk}[\partial P \setminus \hat{P}_r] = l_{rk}[\partial P \setminus \hat{P}_r].
\] (3.5)

Next, we are going to show that

\[
\hat{l}_{rk}[\hat{P}_r] + \hat{l}_{bk}[P_b] \leq l_{rk}[\hat{P}_r] + l_{bk}[P_b].
\] (3.6)

We are going to prove this by distinguishing two cases: 1) \(\hat{l}_{rk}[\hat{P}_r] > l_{bk}[P_b]\). Since in \(\hat{\gamma}\), by definition \(\hat{P}_r\) is a single pocket induced by \(r\), it follows that \(\hat{l}_{rk}[\hat{P}_r] = 1\) and thus \(l_{bk}[P_b] = 0\). Observe that \(l_{bk}[P_b] = 0\) means that no block of color \(k\) was present in \(P_b\) in the \(\gamma\) coloring, and this implies that \(\hat{l}_{bk}[P_b] = 0\). Furthermore, since a block of color \(k\) appears inside \(\hat{P}_r\) in the coloring \(\hat{\gamma}\), a block of color \(k\) appeared inside \(\hat{P}_r\) in the coloring \(\gamma\). Thus it holds that \(l_{rk}[\hat{P}_r] \geq 1\) which together establishes Eq. (3.6). 2) \(\hat{l}_{rk}[\hat{P}_r] \leq l_{bk}[P_b]\). We only need to show that \(\hat{l}_{bk}[P_b] \leq l_{rk}[\hat{P}_r]\). To see this, let \(P^1_r, \ldots, P^t_r\) be the pockets induced by color \(r\) in \(\gamma\), which are contained in \(\hat{P}_r\) (ordered clockwise). Observe that since in \(\hat{\gamma}\) each block in \(P_b\) which was of color \(r\) in \(\gamma\) gets colored with color \(b\), there are again exactly \(t\) such pockets \(\hat{P}^1_b, \ldots, \hat{P}^t_b\) induced by color \(b\) in \(\hat{\gamma}\) which are fully contained in \(P_b\). Next, observe that for any \(1 \leq p \leq t\) it holds that \(\hat{P}^p_b \subseteq P^p_r\). Thus if in \(\hat{\gamma}\) a block of color \(k\) is contained in a pocket \(\hat{P}^p_b\) then this block was contained in pocket \(P^p_r\) in \(\gamma\). This indeed implies that \(\hat{l}_{bk}[P_b] \leq l_{rk}[\hat{P}_r]\) proving Eq. (3.6) for this second case.

Using Eq. (3.2) - (3.6), we obtain
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\[
\hat{l}_{rk} + \hat{l}_{bk} \overset{(3.2),(3.3)}{=} \hat{l}_{rk}[\hat{P}_r] + \hat{l}_{rk}[\partial P \setminus \hat{P}_r] + \hat{l}_{bk}[P_b] + \hat{l}_{bk}[\partial P \setminus P_b]
\]

\[
\overset{(3.4),(3.5)}{=} \hat{l}_{rk}[\hat{P}_r] + \hat{l}_{rk}[\partial P \setminus \hat{P}_r] + \hat{l}_{bk}[P_b] + l_{bk}[\partial P \setminus P_b]
\]

\[
\overset{(3.6)}{\leq} l_{rk}[\hat{P}_r] + l_{rk}[\partial P \setminus \hat{P}_r] + l_{bk}[P_b] + l_{bk}[\partial P \setminus P_b]
\]

\[
\overset{(3.2),(3.3)}{=} l_{rk} + l_{bk}.
\]

Furthermore, since color \( k \) was chosen arbitrarily, it holds that

\[
\sum_{i \in \{1, \ldots, |D|\} \setminus \{r, b\}} (\hat{l}_{ri} + \hat{l}_{bi}) \leq \sum_{i \in \{1, \ldots, |D|\} \setminus \{r, b\}} (l_{ri} + l_{bi}).
\]

Because we colored all blocks of color \( r \) in \( P_b \) by color \( b \), it follows that \( \hat{l}_{rb} = l_{rb} - 1 \) and it thus indeed holds that

\[
\sum_{1 \leq i < j \leq |D|} \hat{l}_{ij} < \sum_{1 \leq i < j \leq |D|} l_{ij},
\]

contradicting the assumption that \( \gamma \) has the smallest crossing number.

**Lemma 3.11.** For a crossing-free coloring \( \gamma \) using \( \kappa \) colors, let \( \Pi_\gamma \) be the set of blocks induced by \( \gamma \). If \( \kappa > 1 \) then \( |\Pi_\gamma| \leq 2(\kappa - 1) \).

**Proof.** We prove the lemma by induction on the number of colors. For \( \kappa = 2 \), since \( \gamma \) is crossing-free it is easy to see that \( |\Pi_\gamma| \leq 2 \) and thus the lemma holds. Assuming the lemma holds for \( \kappa - 1 \) colors, we show it also holds for \( \kappa \) colors. For any color \( i \) used by...
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Let $\mathcal{B}_i \subseteq \Pi_\gamma$ be the set of blocks of color $i$. If for all $i$, $|\mathcal{B}_i| \leq 1$, the lemma trivially holds. Otherwise fix $i$ to be a color with $|\mathcal{B}_i| \geq 2$ and observe that the number of pockets induced by color $i$ is $|\mathcal{B}_i|$.

Let $\mathcal{P}_1, ..., \mathcal{P}_{|\mathcal{B}_i|}$ be the pockets induced by color $i$. For each such pocket $\mathcal{P}_j$ we create a new coloring $\gamma_j$ of $\partial P$, with

$$
\gamma_j(x) = \begin{cases} 
\gamma(x) & \text{if } x \in \mathcal{P}_j \\
 i & \text{otherwise},
\end{cases}
$$

as illustrated in Fig. 3.7(b).

Since $\gamma$ is crossing-free it is easy to see that for any pocket $\mathcal{P}_j$, the coloring $\gamma_j$ is also a crossing-free. Denoting the number of colors of $\gamma_j$ by $\kappa_j$, it holds that $1 < \kappa_j < \kappa$, for all $1 \leq j \leq |\mathcal{B}_i|$. Letting $\Pi_{\gamma_j}$ be the set of blocks induced by the coloring $\gamma_j$, by induction hypothesis $|\Pi_{\gamma_j}| \leq 2(\kappa - 1)$.

Observe that each $\Pi_{\gamma_j}$ contains exactly one block not in $\Pi_\gamma$. Also, the blocks in $\mathcal{B}_i$ are exactly the blocks not appearing in any of the $\Pi_{\gamma_j}$. Therefore, since the number of pockets induced by color $i$ equals the number of blocks in $\mathcal{B}_i$, it holds that $|\Pi_\gamma| = \sum_{j=1}^{|\mathcal{B}_i|} |\Pi_{\gamma_j}|$. Thus we obtain

![Figure 3.7: (a) A disk-coloring example w.r.t. disks $D_1, \ldots, D_5$; in the lower part the two pockets induced by color 2 are shown. (b) shows the two polygon colorings in the induction step for color 2 in the proof of Lemma 3.11.](image-url)
Chapter 3. Covering the Boundary of a Simple Polygon

53

\[ |\Pi_\gamma| = \sum_{j=1}^{B_i} |\Pi_{\gamma_j}| \leq 2 \sum_{j=1}^{B_i} (\kappa_j - 1) \]  

(3.7)

and because each of the colorings \( \gamma_1, \ldots, \gamma_{|B_i|} \) is crossing-free,

\[ 1 + \sum_{j=1}^{B_i} (\kappa_j - 1) = \kappa, \]  

(3.8)

where \( (\kappa_j - 1) \) is the number of colors the coloring \( \gamma \) (and also \( \gamma_j \)) uses for the pocket \( P_j \). The addition of 1 on the left hand side of (3) attributes for color \( i \), which was not counted in any of the pockets. Plugging (3) into (2), the lemma follows.

\[ \square \]

**Theorem 3.12.** The number of disk centers placed by CONTIGUOUSGREEDY is at most

\[ 2|OPT| - 1. \]

**Proof.** If \( |OPT| = 1 \) then, by its greedy nature, CONTIGUOUSGREEDY also uses only one disk. If \( |OPT| > 1 \), let \( \gamma_{OPT} \) be a crossing free disk-coloring of \( \partial P \) w.r.t. \( OPT \), whose existence is guaranteed by Lemma 3.10. We let \( (B_1, B_2, \ldots, B_m) \) be the collection of blocks induced by \( \gamma_{OPT} \) ordered as they appear on \( \partial P \) in clockwise order, with \( B_1 \) the block containing \( v_1 \). We split \( B_1 \) at \( v_1 \) into two blocks \( B_l \) and \( B_r \), with \( B_l \) being the portion of \( B_1 \) counterclockwise from \( v_1 \), and \( B_r = B_1 \setminus B_l \).

Now observe that by the greedy nature, every disk \( D \) computed by CONTIGUOUS-GREEDY extends \( \Gamma \) so that \( \Gamma \cup D \) fully covers at least one new block in the sequence \( (B_r, B_2, \ldots, B_m, B_1) \). Therefore, after computing at most \( m + 1 \) disks, \( \Gamma = \partial P \). By Lemma 3.11, it holds that \( m \leq 2(|OPT| - 1) \) and the theorem follows.

\[ \square \]
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Figure 3.8: (a) Illustration of the polygon containing foldings $F_1, \ldots, F_k$ on the boundary. A global greedy algorithm starts covering the two $F_1$ foldings on opposite sides by the disk $D_1$, the two $F_2$ foldings by a disk $D_2$ and so on, while OPT still only uses a constant number of disks to cover $\partial P$. (b) Illustration of a folding.

### 3.3.1 Tightness of Analysis

The analysis for the 2-approximation ratio of CONTIGUOUSGREEDY is almost tight, even for convex polygons, as can be seen by a rectangle of length $n$ and height $\epsilon > 0$. It can be covered with $n/(2\sqrt{1 - \epsilon^2/4})$ many geodesic unit disks (by centering them on the median line at height $\epsilon/2$). On the other hand, CONTIGUOUSGREEDY centers disks in steps of 2 on the boundary, thus after finishing one side of the rectangle, each disk introduced a small uncovered hole on the other side. CONTIGUOUSGREEDY covers those holes by placing another $n/2$ disks contiguously on the other side of the polygon, resulting in a total of $n$ disks needed.

Another natural greedy approach is to cover the largest amount of uncovered boundary at each step. This algorithm results in an approximation ratio of $\Omega(\log n)$, i.e., it is unbounded with respect to $|OPT|$. An example where this greedy rule performs badly is illustrated in Fig. 3.8(a). The parts of the boundary denoted by $F_1, \ldots, F_k$ are dense *foldings* as shown in Fig. 3.8(b) where the boundary length of $F_1$ is twice that of $F_2$, four times that of $F_3$, and so on. The global greedy algorithm first covers the two $F_1$ sections on opposite sides of the boundary (illustrated by $D_1$ in Fig. 3.8(a)), then the two $F_2$ sections continuing in this way until the two $F_k$ sections are covered, thereby...
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Figure 3.9: Illustration of the $\delta$-thin polygon where an $\epsilon$-approximate contiguous extension algorithm results in an approximation ratio larger than 2.

having used $k$ disks to cover the foldings, (plus some constant number of disks to cover the rest of $\partial P$). Notice that when the height of the polygon is arbitrary close to 2, the number of foldings can be made arbitrary large, while $OPT$ only uses a constant number of disks to cover $\partial P$.

It is worth noting that it is crucial that $\text{CONTIGUOUSGREEDY}$ exactly computes the maximum extension of the contiguous boundary covered by a single geodesic unit disk in each iteration. Only approximately (even with $\epsilon$ precision) extending the contiguously covered part by a single geodesic unit disk results in an approximation factor of at least 4 (instead of 2). To see this, we refer to Fig. 3.9, where $c_1$ is the endpoint of the $\epsilon$-approximate contiguous greedy extension in the first step and $c_1^*$ is the corresponding exact endpoint (obtained from $\text{CONTIGUOUSGREEDY}$). The $\epsilon$-approximate algorithm continues by centering a disk at $D_2$ which covers the boundary from $c_1$ up to $c_2$. At this point, an exact extension could cover the boundary from $c_2$ up to $c_2^*$. However, the approximate algorithm may only cover up to $c_3$, by, for example, centering the third disk at $D_3$. $\text{CONTIGUOUSGREEDY}$ covers up to $c_2^*$ using only two disks. Copying the polygon-section between $c_1^*$ and $c_2^*$, shows that an $\epsilon$-approximate algorithm performs at least twice as bad as $\text{CONTIGUOUSGREEDY}$.
3.4 Covering Large Perimeters

In this section we show that if the polygon perimeter $L$ is significantly larger than $n$, i.e., $L \geq n^{1+\delta}$, with $\delta > 0$, a simple linear time algorithm achieves an approximation ratio which goes to one as $L/n$ goes to infinity. For this, we decompose $\partial P$ into long and short portions, based on the length of the corresponding medial axis. The medial axis is the set of points in $P$ which have more than one closest point on $\partial P$. It forms a tree whose edges are either line segments or parabolic arcs and it can be computed in linear time [27]. For a line segment edge, the closest points to the boundary are a subset of two polygon edges; for a parabolic edge, the closest boundary points are a polygon vertex and a subset of a polygon edge. The idea of the algorithm is to identify long edges of the medial axis (of length at least some constant $c > 2$), and to cover the corresponding polygon boundary section (referred to as corridors) almost optimally using only a constant number of disks more than $OPT$ uses to cover the corridor. It is easy to see that each corridor stemming from a parabolic arc can be covered with at most two more disks than $OPT$ uses, by centering disks at distance 2 from each other on the corresponding polygon boundary segment and one disk on the corresponding polygon vertex. Each corridor consisting of a pair of polygon boundary segments can be covered by greedily centering disks on the corresponding medial axis as long as each disk contains corridor portions of length more than two; if the length becomes two or less, greedily center the disks on corridor segments in steps of two. Observe that also in this case, the number of disks needed to cover a corridor is at most two more than $OPT$ uses and their centers can be computed in time linear in their number. This holds since there is at most one point where the covering changes from centering disks on the medial axis to centering disks on $\partial P$. The rest of the polygon, i.e., the short portions, can be covered greedily by centering $O(n)$ disks on $\partial P$. 
Let \( D \) be the set of all disks placed by the algorithm, \( D_L \subseteq D \) the disks covering the corridors and \( D_S \subseteq D \) the \( O(n) \) disks covering the short portion of \( \partial P \). Since the number of edges in the medial axis is \( O(n) \) (see [27]) and the procedure for covering the long corridors uses at most two more disks than \( OPT \) for each corridor, \( |D_L| \leq |OPT| + O(n) \).

It therefore holds that \( |D| = |D_L| + |D_S| \leq |OPT| + O(n) \). It is easy to see that the disks of \( OPT \) which contain a polygon vertex cover at most an \( O(n) \) portion of \( \partial P \) implying that \( |OPT| = \Omega(L) \). Therefore, the approximation ratio can be written as

\[
\frac{|D|}{|OPT|} \leq 1 + \frac{O(n)}{|OPT|} = 1 + \frac{O(n)}{\Omega(L)} = 1 + O\left(\frac{n}{L}\right) = 1 + o(1).
\]
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Combinatorial Separation Results

4.1 Separating Convex Points with Lines

4.1.1 Introduction

Separating objects in the plane using lines in such a way that each object is contained in its own cell was studied in the computational geometry community because of its potential applications to manufacturing, constructive solid geometry and statistical classification (see [45]). Several papers ([45],[22],[70]) focus on algorithmic and complexity-theoretical aspects of separating points in the plane with lines. On the other hand, the only combinatorial aspect studied is the minimum number of hyperplanes required to separate points, in both the general and convex cases (see [44]).

We would thus like to initiate combinatorial studies in this setting by considering the number of ways to separate points in convex position with lines. As we will see, this provides a connection between noncrossing trees (see for example [33],[72],[76],[77]) and linked diagrams studied in [11],[71],[91],[92].
Since there are generally uncountably many lines introducing the same separation, we define the following notion of linear bipartitions. For a set \( S \) of points in the plane, a linear bipartition of \( S \) is a set \( \{U, S \setminus U\} \) consisting of two disjoint nonempty subsets of \( S \) which respectively are fully contained in the two open half-planes bounded by some line.

**Definition 1.** A set \( \mathcal{P} \) of linear bipartitions is called a linear separating family for \( S \) if for every distinct elements \( p, q \in S \) there is a linear bipartition \( \{U, S \setminus U\} \) in \( \mathcal{P} \) such that \( p \in U \) and \( q \in S \setminus U \). Furthermore, \( \mathcal{P} \) is called minimal, if no proper subfamily of \( \mathcal{P} \) separates \( S \).

We say that a linear separating family for \( S \) is of maximum (minimum) size if its cardinality is the largest (smallest) among all linear separating families for \( S \).

**Example 1.** Given a set \( S = \{p_1, \ldots, p_6\} \subseteq \mathbb{R}^2 \) of points in convex position, the set \( \mathcal{P} = \{P_1, \ldots, P_4\} \) defined below and illustrated in Figure 4.1 (left) is an example of a minimal linear separating family for \( S \).

\[
\begin{align*}
P_1 &= \{\{p_1, p_2, p_3, p_4\}, \{p_5, p_6\}\}, & P_2 &= \{\{p_1, p_2, p_3, p_6\}, \{p_4, p_5\}\} \\
P_3 &= \{\{p_1, p_3, p_4, p_5, p_6\}, \{p_2\}\}, & P_4 &= \{\{p_1, p_4, p_5, p_6\}, \{p_2, p_3\}\}
\end{align*}
\]

### 4.1.2 Two Bijections

In this section we introduce a graph representation for linear separating families from which we obtain two bijections.
We call elements in \([n] = \{1, \ldots, n\}\) vertices and unordered pairs of vertices are called edges. A collection \(H\) of edges on \([n]\) is called an edge cover, if every vertex in \([n]\) is incident to some edge in \(H\). Furthermore, two edges \(\{a, b\}\) and \(\{c, d\}\) are called crossing if \(a < c < b < d\) or \(c < a < d < b\).

**Definition 2.** A collection of edges \(H\) is said to be crossingly connected if every two edges \(e, e'\) in \(H\) can be connected by a sequence \(e, e_1, \ldots, e_k, e'\) of edges in \(H\) such that every two consecutive edges in the sequence are either incident or crossing.

This notion extends the usual notion of connectivity of edges on \([n]\). Every connected edge set on \([n]\) in the usual sense is crossingly connected, but the converse is clearly not true in general.

**Theorem 4.1.1.** There exists a bijection between the set of all linear separating families for a set of \(n\) points in convex position in the plane and the set of all crossingly connected edge covers on \([n]\).

**Proof.** Let \(S = \{p_1, \ldots, p_n\}\) be a set of \(n\) points in convex position in the plane, and suppose that \(p_1, \ldots, p_n\) are arranged in clockwise order. For each component of a linear bipartition \(P\) of \(S\), we select the first point when traversing it in clockwise order. If \(p_i\) and \(p_j\) are two such points, we associate \(P\) with the set \(\{i, j\}\) of indices. As an example,
\{\{p_1, p_2, p_3, p_6\}, \{p_4, p_5\}\} gets associated with the indices \{4, 6\} as shown in Figure 4.1 (right). This correspondence clearly establishes a bijection between the set of all linear bipartitions of \(S\) and the set of all edges on \([n]\).

Let \(C\) be a linear separating family for \(S\) and let \(H_C\) be the edge set obtained by the above correspondence. Then \(H_C\) is an edge cover on \([n]\), since if a vertex \(i \in [n]\) is not incident to any edge in \(H_C\), then no bipartitions in \(C\) separate \(p_i\) from its counterclockwise neighbor.

In order to show that \(H_C\) is crossingly connected, assume the contrary and let \(I, J\) be two of its crossingly connected components. We define \(U_I\) and \(U_J\) to be the sets of all points in \(S\) whose indices are incident to edges in \(I\) and \(J\), respectively.

Since no edge from \(I\) is adjacent to any edge in \(J\), the two point sets \(U_I\) and \(U_J\) are disjoint. Let \(p_I\) be the first point in \(U_I\) such that no point of \(U_J\) appears when traversing \(S\) from \(p_I\) in clockwise order and let \(p_J\) be the last such point in \(U_I\); \(p_I\) and \(p_J\) are defined analogously (see Figure 4.2).

\begin{figure}[h]
  \centering
  \includegraphics[width=0.3\textwidth]{figure42.png}
  \caption{Illustration of \(U_I\) and \(U_J\).}
\end{figure}

Since we selected \(I\) and \(J\) arbitrarily, we can assume without loss of generality that \(p_J\) is the clockwise neighbor of \(p_I\). Let \(Q\) be a bipartition in \(C\) which separates \(p_I\) from \(p_J\) and let \(\{a, b\}\) be the edge corresponding to \(Q\). It then follows that when traversing \(S\) from \(p_J\) to \(p_I\) in clockwise order \(p_a\) appears but not \(p_b\) or vice versa. Thus \(\{a, b\}\) has
one vertex, say $a$, in $J$ implying that $\{a, b\}$ belongs to $J$. On the other hand, since $Q$ separates $pq_j$ from $pq_b$, $p_b$ appears after $pq_j$ in clockwise order. This contradicts that $pq_j$ is the last point in $U_J$ and therefore we obtained that $H_C$ is a crossingly connected edge cover on $[n]$.

From the argument above, it is straightforward to verify that any crossingly connected edge cover on $[n]$ corresponds to some linear separating family for $S$. \hfill $\square$

We refer to a minimal sequence of crossingly connected edges connecting two vertices as a crossingly connected path. Furthermore, we call a set $H$ of edges a crossingly connected cycle if for every $e \in H$, the edge set $H - e$ contains exactly one crossingly connected path for all pairs of vertices in $H$ (see Figure 4.3).

**Theorem 4.1.2.** There exists a bijection between the set of all minimal linear separating families for $n$ points in convex position in the plane and the set of all crossingly connected edge covers on $[n]$ such that no crossingly connected cycle contains a path of length 3.

**Proof.** Let $C$ be a linear separating family for $n$ points in convex position in the plane and let $H_C$ be the edge set on $[n]$ corresponding to $C$. Using Theorem 4.1.1 it suffices to show that $C$ is minimal if and only if $H_C$ has no crossingly connected cycle which contains a path of length 3.
Assume that $H_C$ has a crossingly connected cycle $\sigma$ which contains a path $P$ of length 3. Observe that if an edge in $H_C$ crosses or is adjacent to the inner edge $e$ of $P$, then it either crosses or is adjacent to some other edge in $\sigma$. Thus, $H_C - e$ is still a crossingly connected edge cover, implying that $C$ is not minimal.

Conversely, assume that $C$ is not minimal and let $e$ be an edge in $H_C$ such that $H_C - e$ is still a crossingly connected edge cover on $[n]$. Since the vertices of $e$ are both incident to edges in $H_C - e$, the edge $e$ has to be the inner edge of a path of length 3 contained in a crossingly connected cycle in $H_C$.

A tree on $[n]$ is called noncrossing, if no two edges are crossing.

**Corollary 4.1.3.** An edge cover of size $k$ on $[n]$ satisfying the latter condition in Theorem 4.1.2 consists of $n - k$ noncrossing trees.

### 4.1.3 Enumeration Results

In this section we enumerate minimal linear separating families for points in convex position in the plane.

**Proposition 4.1.4.** The maximum and minimum sizes of a minimal linear separating family of a set of $n$ points in convex position in the plane are $n - 1$ and $\lceil n/2 \rceil$, respectively.

**Proof.** As shown in [45], for a linear separating family to be minimal it consists of at most $n - 1$ linear bipartitions. Furthermore, it is easy to construct a minimal linear separating family of size $n - 1$.

On the other hand, since any edge cover on $n$ vertices consists of at least $\lceil n/2 \rceil$ edges, this number gives a lower bound for the size of any linear separating family. Furthermore,
\[ \left\lceil \frac{n}{2} \right\rceil \] linear bipartitions are sufficient for separation, since 
\[ H = \{\{i, i + \lfloor n/2 \rfloor\} : 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor \} \] is a crossingly connected edge cover on \([n]\).

Thus from Corollary 4.1.3 it follows that any minimal linear separating family of maximum size corresponds to a single noncrossing tree. From [36] the following theorem immediately follows (see also [72]).

**Theorem 4.1.5.** The number of noncrossing trees on \([n]\) is equal to the number of ternary trees with \(n - 1\) internal vertices.

It is known (see [54]) that there are \(\frac{1}{2n-1} \binom{3n-3}{n-1}\) ternary trees having \(n - 1\) internal vertices. We thus obtain the following result.

**Theorem 4.1.6.** The number of minimal linear separating families of maximum size for a convex \(n\)-point set in the plane is \(\frac{1}{2n-1} \binom{3n-3}{n-1}\).

To enumerate minimal linear separating families of minimum size, we have to distinguish the cases where \(n\) is even and \(n\) is odd. For the even case, we define a **matching** as an edge cover where all edges are pairwise non-incident. Then according to Corollary 4.1.3, minimal linear separating families of minimum size correspond to crossingly connected matchings.

For the odd case, we define a **near-matching** to be an edge cover such that all but two edges are pairwise non-incident. Minimal linear separating families of minimum but odd size then correspond to crossingly connected near-matchings.

If we denote by \(c_k\) the number of crossingly connected matchings on \([2k]\) then, as proven in [62], the following theorem holds.
Theorem 4.1.7. The ordinary generating function \( E = \sum_{k \geq 1} e_k x^k = x + x^2 + 4x^3 + 27x^4 + \cdots \) satisfies the differential equation

\[
E' = \frac{E^2 + E - x}{2xE}.
\]

As pointed out in [62] and derived in [80], the recursion

\[
e_k = (k - 1) \sum_{i=1}^{k-1} e_i \cdot e_{k-i}
\]  

holds for all \( k \geq 2 \), with \( e_1 = 1 \).

As for the asymptotic behavior of \( e_k \), it was shown in [92] that

\[
\lim_{k \to \infty} e_k / p_k = e^{-1},
\]

where \( p_k \) denotes the number of matchings on \([2k]\), which is well known to be \((2k-1)!! = (2k - 1)(2k - 3) \cdots 3 \cdot 1\).

In order to enumerate minimal linear separating families of minimum size for point sets of odd cardinality, let \( f_k \) denote the number of crossingly connected near-matchings on \([2k + 1]\).
Theorem 4.1.8. The ordinary generating function $F = \sum_{k \geq 1} f_k x^k = 3x + 15x^2 + 126x^3 + 1395x^4 + \cdots$ is related to $E$ by the equation

$$F = \frac{E^3 + 2E^2 + (1 - 3x - 6x^2)E - x}{2xE}.$$

Proof. We embed the vertices of $[2k+1]$ on a straight line from left to right in increasing order. Let $H$ be a crossingly connected near-matching on $[2k+1]$ and observe that $H$ contains a unique path $\gamma$ of length 2. For the moment assume that $\gamma$ contains vertices $1, a, b$ ($a < b$) with vertex 1 having degree 2 as shown in Figure 4.4. Let $c_k$ denote the number of crossingly connected near-matchings on $[2k+1]$ in which vertex 1 has degree 2. Removing $\gamma$ decomposes $H$ into a collection $\mathcal{M} = \{M_1, \ldots, M_t\}$ of crossingly connected components with $k_1 + \cdots + k_t = k - 1$, where $k_i = |M_i|$.

Observe that every crossingly connected component $M_i$ of $\mathcal{M}$ either surrounds only $a$, only $b$ or both $a$ and $b$, where we say that $M_i$ surrounds a vertex $x$ if $s < x < t$ for some pair of vertices $s, t$ incident to edges in $M_i$. We partition $\mathcal{M}$ into three (possibly empty) classes $\mathcal{M}_1 = \{M_1, \ldots, M_{t_1}\}$, $\mathcal{M}_2 = \{M_{t_1+1}, \ldots, M_{t_2}\}$ and $\mathcal{M}_3 = \{M_{t_2+1}, \ldots, M_t\}$ corresponding to the three cases above (see Figure 4.4).

Conversely, the near-matching $H$ can be constructed out of a sequence $\overline{\mathcal{M}} = (M_1, \ldots, M_t)$ of smaller matchings, by interpreting each $M_i$ as a matching on $[2k_i]$ which has one of the $2k_i - 1$ inner segments $[j, j+1]$ in the line embedding of $[2k_i]$ marked ($1 \leq j < 2k_i$).

For the last matching $M_t$ we mark an additional segment which possibly coincides with the already marked segment.
We divide \( \mathcal{M} \) into three, possibly empty, parts \( \mathcal{M}_1 = (M_1, \ldots, M_{t_1}), \mathcal{M}_2 = (M_{t_1+1}, \ldots, M_{t_2}) \) and \( \mathcal{M}_3 = (M_{t_2+1}, \ldots, M_t) \). The number of ways for such divisions is \( (t+1)^2 \).

A marked segment in \( M_i \in \mathcal{M}_3 \) will be expanded to contain \( M_{i+1} \). In the case \( i = t \), where we have two marked segments \([j, j+1]\) and \([l, l+1]\) with \( j \leq l \), we expand \([j, j+1]\) to contain \( M_1 \) and \([l, l+1]\) to contain \( M_{t_1+1} \) and continue the segment expansion process in both \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) until \( M_{t_1} \) and \( M_t \) are expanded to contain the vertex \( a \) and \( b \) respectively.

![Figure 4.4: Illustration of the decomposition of a crossingly connected near-matching into \( \mathcal{M}_1, \mathcal{M}_2 \) and \( \mathcal{M}_3 \). In this example, \( M_1, M_{t_1+1}, M_{t_2} \) and \( M_{t_2+1} \) all have segment \([1, 2]\) marked, \( M_{t_1} \) has segment \([3, 4]\) marked and \( M_t \) has segments \([1, 2]\) and \([3, 4]\) marked.](image)

Therefore, for \( k > 1 \), \( c_k \) can be expressed as

\[
c_k = \sum_{t>0} \sum_{k_1 + \cdots + k_t = k-1} g_{k_1} \cdots g_{k_t} \left\{ \binom{t+1}{1} + \binom{t+1}{2} k_t \right\},
\]

where \( g_k = (2k-1)e_k \). The expression in curly brackets accounts for the partitioning of \( \mathcal{M} \) in both the cases when \( \mathcal{M}_3 \) is empty and when there are two marked segments in \( M_t \in \mathcal{M}_3 \).
Letting $G = \sum_{k \geq 1} g_k x^k$ denote the generating function of $g_k$, we can write the generating function $C = \sum_{k \geq 1} c_k x^k$ of $c_k$ as

$$C = \sum_{t > 0} x G^{t-1} \left\{ \left( \frac{t + 1}{2} \right) x G' + (t + 1) G \right\}$$

$$= \frac{x^2 G'}{(1 - G)^3} + x \left\{ \sum_{t \geq 0} (t + 1) G' - 1 \right\}$$

$$= \frac{x^2 G'}{(1 - G)^3} + \frac{x}{(1 - G)^2} - x.$$  

Combining the fact that $G = 2x E' - E$ with $E' = \frac{E^2 + E - x}{2x E}$ from Theorem 4.1.7, yields

$$\frac{E}{x} = \frac{1}{1 - G}.$$  

Therefore, $C$ can be expressed as

$$C = \frac{E^3 G'}{x} + \frac{E^2}{x} - x$$

$$= \frac{E^3 (E' + 2x E'')}{x} + \frac{E^2}{x} - x$$

$$xC = E^3 E' + 2x E^3 E'' + E^2 - x^2.$$  

where for the second to last equation the fact that $G' = E' + 2x E''$ is used.

Furthermore, using

$$E'' = -\frac{E^4 + E^3 - x E + x^2}{4x^2 E^3}$$

yields

$$2x C = E^2 + E - 2x^2 - x.$$  \hspace{1cm} (4.3)
Since \( c_k \) denotes the number of crossingly connected near-matchings on \([2k+1]\) in which vertex 1 has degree 2, one can obtain \( f_k \) by applying a cyclic permutation on each near-matching enumerated by \( c_k \). Since there are \( 2k+1 \) cyclic permutations on \([2k+1]\) we conclude that \( f_k = (2k+1)c_k \). In terms of generating functions this yields

\[
F = 2xC' + C
\]

and therefore

\[
F = \frac{E^3 + 2E^2 + (1 - 3x - 6x^2)E - x}{2xE}.
\]

Combining equations (4.1) and (4.3) one obtains the following corollary.

**Corollary 4.1.9.** The number of crossingly connected near-matchings on \([2k+1]\) is

\[
f_k = e_{k+1} \frac{(2k+1)(k+1)}{2k}
\]

for all \( k \geq 1 \).

**Theorem 4.1.10.** The number \( s_n \) of minimal linear separating families of minimum size for \( n \) points in convex position in the plane is

\[
s_n = \begin{cases} 
(k - 1) \sum_{i=1}^{k-1} s_{2i} s_{2(k-i)} & \text{if } n = 2k \\
 s_{n+1} \frac{(2k+1)(k+1)}{2k} & \text{if } n = 2k + 1
\end{cases}
\]

for all \( n \geq 3 \), with \( s_2 = 1 \).
Denoting by $q_k$ the number of near-matchings on $[2k+1]$ the following proposition holds.

**Proposition 4.1.11.**

$$\lim_{k \to \infty} \frac{f_k}{q_k} = e^{-1}$$

**Proof.** From equation (4.2) it holds that

$$\lim_{k \to \infty} e_{k+1} \frac{2^{k+1}(k + 1)!}{(2k + 2)!} = e^{-1}$$

and it is easy to show that $q_k = (2k + 1)!/(2^k(k - 1)!)$.

Thus it follows that

$$\lim_{k \to \infty} f_k/q_k = \lim_{k \to \infty} e_{k+1} \frac{2^{k+1}(k + 1)! (2k + 2)(2k + 1)}{(2k + 2)! 4k^2} = e^{-1}.$$ 

$\Box$

### 4.2 Separating arbitrary Sets

In this section we generalize the enumeration results from the previous section to arbitrary sets.
4.2.1 Introduction

A bipartition of a set $S$ is $\{S\}$ or an unordered pair $\{U, V\}$ of nonempty subsets of $S$ such that $U \cap V = \emptyset$ and $U \cup V = S$. Note that we allow $\{S\}$ as a bipartition, because it corresponds to the case where the ground set $S$ is divided into $S$ and $\emptyset$. A collection of bipartitions of $S$ is a separating family for $S$ if every two elements in $S$ are separated by some bipartition in the collection, that is, they are contained in different components of some bipartition. A separating family for $S$ is minimal if no proper subfamily is a separating family for $S$.

Example 2. Let $S = \{1, 2, 3, 4\}$ and let $P_1, P_2, Q_1, Q_2, Q_3$ be the bipartitions given as

\[
P_1 = \{\{1, 2\}, \{3, 4\}\}, \quad P_2 = \{\{1, 3\}, \{2, 4\}\},
\]

\[
Q_1 = \{\{1\}, \{2, 3, 4\}\}, \quad Q_2 = \{\{1, 2\}, \{3\}\}, \quad Q_3 = \{\{1, 2, 3\}, \{4\}\}.
\]

The family of bipartitions $\{P_1, P_2\}$ is a minimal separating family of minimum size for $S$, while $\{Q_1, Q_2, Q_3\}$ is a minimal separating family of maximum size. Here the size of a separating family denotes its cardinality.

The concept of separating families appears in the following search problem. Suppose that we are given a finite set $S$ and a collection $\{P_1, \ldots, P_m\}$ of bipartitions of $S$. For an unknown element $x$ in $S$, we choose a bipartition $P_i$ and we are allowed to ask which component of $P_i$ contains $x$, thereby narrowing down the range containing $x$. The goal is to locate the unknown element $x$ by asking a series of such questions. One can easily observe that for every element in $S$ there exists a series of questions which leads to finding it if and only if $\{P_1, \ldots, P_m\}$ is a separating family for $S$. Rényi [81] initiated the
study of the search problem described above, although he didn’t employ bipartitions but subsets of $S$ as questions. Since then, many authors have studied combinatorial problems related to finding the minimum size of a separating family under various constraints (see [3] [58] [59] for a survey). In this chapter we deal with bipartitions since we do not want to distinguish subsets of $S$ from their complements.

**Motivation and Contribution:** As mentioned above, separating families can be considered as sets of questions which allow to locate an arbitrary unknown element in the ground set. It is natural to ask how many such sets of questions exist for a given ground set. Since one is often interested in inclusion-wise minimal sets, we first concentrate on separating families which are minimal and enumerate those of maximum size. This is done by obtaining a bijection from the set of minimal separating families of maximum size for a set $S$ to the set of spanning trees on $S$. This result partially answers our enumeration question in the minimal case, but the intermediate cases are left open. In a next step we enumerate separating families of arbitrary size, which need not be minimal. This result includes minimal separating families of minimum size as a special case.

The remainder of this chapter is organized as follows. In Section 4.2.2 we enumerate all minimal separating families of maximum size for a finite set. In Section 4.2.3 we extend this analysis and enumerate all separating families of arbitrary size, which need not be minimal.

### 4.2.2 Minimal separating families of maximum size and spanning trees

In this section we enumerate all minimal separating families of maximum size for a finite set $S$ by obtaining a bijection onto the set of all spanning trees on $S$. 
Proposition 4.2.1. The maximum size of a minimal separating family for an $n$-element set is $n - 1$.

Proof. Let $S$ be an $n$-element set and let $a$ be a fixed element in $S$. It is easy to see that the collection of all bipartitions of the form $\{\{x\}, S \setminus \{x\}\}$ for any $x$ other than $a$ is a minimal separating family of size $n - 1$, for $n > 2$. To see that the maximum size is at most $n - 1$, let $\mathcal{P}$ be any minimal separating family. Let us remove members from $\mathcal{P}$ one by one, as shown below, where $Q_1, Q_2, Q_3$ are the bipartitions given in Example 2.

$$\{1\}, \{2\}, \{3\}, \{4\} \xrightarrow{Q_1} \{1, 2\}, \{3\}, \{4\} \xrightarrow{Q_2} \{1, 2, 3\}, \{4\} \xrightarrow{Q_3} \{1, 2, 3, 4\}$$

The first step shows that $\{1\}$ and $\{2\}$ are merged by removing $Q_1$, because neither $Q_2$ nor $Q_3$ separate them. From the minimality of $\mathcal{P}$ it follows that in each step some isolated components get merged; in other words, the number of isolated components decreases by at least one. Since there are $n$ isolated components in the initial state, the size of $\mathcal{P}$ is at most $n - 1$.

Definition 3. Let $S$ be a nonempty finite set. For each minimal separating family $\mathcal{P}$ for $S$ we associate a graph denoted by $\Phi_S(\mathcal{P})$ such that the vertices of the graph correspond to the elements in $S$ and two vertices are adjacent if the corresponding elements in $S$ are separated by exactly one bipartition in $\mathcal{P}$.

The definition above induces a correspondence between the bipartitions in $\mathcal{P}$ and the edges in $\Phi_S(\mathcal{P})$. One can easily observe that each edge of $\Phi_S(\mathcal{P})$ corresponds to a unique bipartition in $\mathcal{P}$, while each bipartition may correspond to multiple edges (see the left graph in Figure 4.5).
Theorem 4.2.2. Let $S$ be a nonempty finite set. The mapping $\Phi_S: \mathcal{P} \mapsto \Phi_S(\mathcal{P})$ is a bijection from the set of all minimal separating families of maximum size for $S$ to the set of all spanning trees on $S$.

Proof. Proposition 4.2.1 states that the maximum size of a minimal separating family for an $n$-element set $S$ is $n - 1$. Let $G$ be a maximal subgraph of $\Phi_S(\mathcal{P})$ such that the vertex set of $G$ is $S$ and no two edges in $G$ are separated by the same bipartition in $\mathcal{P}$. Here an edge is separated by a bipartition if the end-vertices of the edge are separated by this bipartition.

Such a subgraph $G$ exists, because the empty graph on $S$ trivially satisfies the two conditions above, thus a desired maximal subgraph can be obtained by adding edges of $\Phi_S(\mathcal{P})$ as long as the second condition holds. By the definition of $\Phi_S(\mathcal{P})$, each edge in $G$ corresponds to a unique bipartition in $\mathcal{P}$, and by the second condition no two edges in $G$ correspond to the same bipartition. On the other hand each bipartition in $\mathcal{P}$ corresponds to some edge in $G$, because otherwise, we could further extend $G$ by adding one of the edges in $\Phi_S(\mathcal{P})$ corresponding to the bipartition: note that each bipartition in $\mathcal{P}$ corresponds to at least one edge in $\Phi_S(\mathcal{P})$, since $\mathcal{P}$ is minimal. Therefore, the edges in $G$ are in one-to-one correspondence with the bipartitions in $\mathcal{P}$.
Next suppose for contradiction that $G$ contains a cycle. Consider any bipartition $P \in \mathcal{P}$ separating some edge in a cycle. As argued above $P$ only separates its own edge $e_P$ of $G$. This is however impossible because there are two ways to connect the end-vertices of $e_P$ in the cycle and thus $P$ separates not only $e_P$ but also some edge in the other path connecting the end-vertices of $e_P$. Therefore, we conclude that $G$ is a forest. Since the vertex set of $G$ is of size $n$ and the edge set of $G$ is of size $n - 1$, it follows that $G$ is a spanning tree on $S$.

To prove that $\Phi_S(P)$ is a spanning tree on $S$, suppose $G \neq \Phi_S(P)$. Thus there is an edge $f$ in $\Phi_S(P)$ which is not in $G$, and adding $f$ to $G$ yields a cycle.

Let $e$ and $e'$ be two distinct edges in the cycle other than $f$. The second condition implies that the bipartitions $P_e$ and $P_{e'}$ corresponding to $e$ and $e'$ do not separate any edges in $G$ other than $e$ and $e'$, respectively. Thus both $P_e$ and $P_{e'}$ must separate $f$. Since each edge of $\Phi_S(P)$ corresponds to a unique bipartition, we obtain $P_e = P_{e'}$, which is a contradiction. Therefore, we obtain $G = \Phi_S(P)$ and $\Phi_S(P)$ is indeed a spanning tree on $S$. It is straightforward to see that $\Phi_S$ is a one-to-one and onto mapping.

Since Cayley’s formula [23] states that the number of spanning trees in the complete graph on $n$ labeled vertices is $n^{n-2}$, we immediately obtain the following enumeration result.

**Theorem 4.2.3.** The number of minimal separating families of maximum size for an $n$-element set is $n^{n-2}$.
4.2.3 Enumerating separating families of arbitrary size

In this section we shift our attention to separating families which need not be minimal and enumerate separating families of arbitrary size by representing them as matrices whose entries are 0 or 1. This result includes the enumeration of minimal separating families of minimum size as a special case.

Throughout this section we assume without loss of generality that $S = \{1, \ldots, n\}$.

**Definition 4.** For each bipartition $P$ of $S$, we define $b(P)$ to be the vector of length $n$ whose $i$-th coordinate is given by

$$b_i(P) = \begin{cases} 1 & \text{if } P \text{ separates } 1 \text{ and } i \\ 0 & \text{otherwise.} \end{cases}$$

Any $k$-tuple $(P_1, \ldots, P_k)$ of bipartitions can then be encoded as an $n \times k$ matrix $M(P_1, \ldots, P_k)$ whose $j$-th column vector is $b(P_j)$.

We distinguish between a family of bipartitions and a tuple of bipartitions by denoting the former as $\mathcal{P}$, $\mathcal{Q}$, etc and the latter as $P$, $Q$, etc. We call vectors and matrices whose entries are 0 or 1 $(0, 1)$-vectors and $(0, 1)$-matrices, respectively.

**Example 3.** The matrix-representations of the tuples $(P_1, P_2)$ and $(Q_1, Q_2, Q_3)$ whose entries are given in Example 2 are

$$M(P_1, P_2) = \begin{pmatrix} 0 & 0 \\ 0 & 1 \\ 1 & 0 \\ 1 & 1 \end{pmatrix}, \quad M(Q_1, Q_2, Q_3) = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 1 & 1 \end{pmatrix}.$$
The following lemma is straightforward to verify.

**Lemma 4.2.4.** The mapping $P \mapsto M_P$ is a bijection from the set of all $k$-tuples of bipartitions of $S$ to the set of all $(0,1)$-matrices of size $n \times k$ such that the entries in the first row are all 0.

Note that column vectors whose entries are all 0 correspond to the bipartition $\{S\}$.

**Lemma 4.2.5.** Let $\mathcal{P}$ be a family of bipartitions of $S$, and let $P$ be a tuple obtained from $\mathcal{P}$ by ordering its members. It holds that $\mathcal{P}$ is a separating family for $S$ if and only if every two row vectors of $M_P$ are distinct.

**Proof.** It is easy to see that for every two elements $i, j \in S$ there is a bipartition in $\mathcal{P}$ separating them if and only if the $i$-th row vector and the $j$-th row vector of $M_P$ are distinct. From this observation this lemma immediately follows.

The following result is known (see for example Lemma 1 in [37] and Theorem 4 in [59]), but for the completeness we prove it.

**Proposition 4.2.6.** The minimum size of a separating family for an $n$-element set is $\lceil \log_2 n \rceil$.

**Proof.** Suppose for contradiction that the minimum size $m$ of a separating family is less than $\lceil \log_2 n \rceil$. We have $2^m < n$ and since the number of all $(0,1)$-vectors of length $m$ is $2^m$, at least two row vectors in an $n \times m$ matrix would coincide. This is a contradiction according to Lemma 4.2.5.

To see that the minimum size is at most $\lceil \log_2 n \rceil$, we construct a tuple $P$ of bipartitions in such a way that the row vectors of the corresponding matrix $M_P$ are all distinct.
To achieve this, a row length of $\lceil \log_2 n \rceil$ is sufficient, and by Lemma 4.2.5 the family consisting of the entries of $P$ is a separating family.

On the other hand, the maximum size of a separating family for an $n$-element set is $2^n - 1$ because a separating family of maximum size contains all possible bipartitions.

Let us denote by $\{\binom{k}{i}\}$ the number of partitions of a $k$-element set into $i$ nonempty subsets. This number is known as a Stirling number of the second kind (see [48, §6.1]).

**Example 4.** As shown below, there are 6 ways to partition the 4-element set $\{1, 2, 3, 4\}$ into three nonempty subsets, yielding $\binom{4}{3} = 6$.

\[
\begin{align*}
\{\{1\}, \{2\}, \{3, 4\}\} & \quad \{\{1\}, \{2, 3\}, \{4\}\} & \quad \{\{1\}, \{2, 4\}, \{3\}\} \\
\{\{1, 2\}, \{3\}, \{4\}\} & \quad \{\{1, 3\}, \{2\}, \{4\}\} & \quad \{\{1, 4\}, \{2\}, \{3\}\}
\end{align*}
\]

**Lemma 4.2.7.** The number of sequences of length $k$ containing each element from a set of $i$ symbols at least once is $i! \binom{k}{i}$.

**Proof.** When we identify distinct positions in a sequence of length $k$ with $k$ distinct objects, there are $\binom{k}{i}$ many ways to distribute $k$ distinct objects into $i$ indistinguishable boxes, with no box left empty. If the boxes are distinguishable, then there are $i! \binom{k}{i}$ many possibilities.

Let us denote by $\tau_{n,i}$ the number of separating families of size $i$ for an $n$-element set.

**Example 5.** The following diagrams illustrate $\tau_{3,3} = 4$, where in the leftmost diagram the circle, the left arc and the right arc represent the bipartitions $\{\{1, 2, 3\}\}$, $\{\{1, 3\}, \{2\}\}$, and $\{\{1, 2\}, \{3\}\}$, respectively.
Lemma 4.2.8. The following equation holds

\[ \sum_{i=1}^{k} i! \binom{k}{i} \tau_{n,i} = (2^k - 1)(2^k - 2) \cdots (2^k - n + 1), \]

where \(2 \leq n\) and \(1 \leq k \leq 2^{n-1}\).

Proof. It is easy to verify the case \(k < \lceil \log_2 n \rceil\). For the case \(k \geq \lceil \log_2 n \rceil\), we prove the equation by counting in two ways the number of \((0,1)\)-matrices of size \(n \times k\) whose entries in the first row are all 0 and for which every two row vectors are distinct.

For the first way to count, observe that the desired matrices can be obtained by arranging distinct nonzero \((0,1)\)-vectors of length \(k\) from the second row to the \(n\)-th row. Since the number of all nonzero \((0,1)\)-vectors of length \(k\) is \(2^k - 1\), the number of such matrices is \(\binom{2^k - 1}{n-1} (n-1)!\).

For the second way to count, observe that the column vectors of a desired matrix need not be distinct. For each \(i \in \{1, \ldots, k\}\) we count the number of all desired \(n \times k\) matrices having \(i\) distinct column vectors. We can assume \(i \geq \lceil \log_2 n \rceil\) because otherwise there are no such matrices. Clearly those \(i\) column vectors form a separating family of size \(i\).

Conversely, the desired matrices can be obtained from separating families of size \(i\) by arranging the column vectors corresponding to the \(i\) bipartitions with repetition from the first column to the \(k\)-th column in such a way that each vector occurs at least once.

Combining this observation with Lemma 4.2.7, it follows that the number of all matrices constructed in this way is \(i! \binom{k}{i} \tau_{n,i}\). By summing over all \(i \in \{1, \ldots, k\}\), we obtain the left side of the equation stated in this lemma.
Let us denote by $\binom{k}{i}$ the number of permutations of $k$ elements which contain exactly $i$ permutation cycles. This number is known as an unsigned Stirling number of the first kind (see [48, §6.1]).

**Example 6.** As shown below, there are 3 permutations of the 3-element set $\{1, 2, 3\}$ containing two permutation cycles, yielding $\binom{3}{2} = 3$.

\[
\begin{array}{ccc}
1 & 2 & 3 \\
1 & 3 & 2 \\
1 & 2 & 3
\end{array}
\]

**Theorem 4.2.9.** The number $\tau_{n,k}$ of separating families of size $k$ for an $n$-element set is

\[
\frac{(n - 1)!}{k!} \sum_{i=1}^{k} (-1)^{k-i} \binom{k}{i} \binom{2^i - 1}{n - 1},
\]

where $2 \leq n$ and $1 \leq k \leq 2^{n-1}$.

**Proof.** The inversion formula for Stirling numbers (see [15, §3.1]) states that if two integer sequences $\{a_i\}_{1 \leq i \leq n}$ and $\{b_i\}_{1 \leq i \leq n}$ satisfy $b_k = \sum_{i=1}^{k} \binom{k}{i} a_i$, then they also satisfy $a_k = \sum_{i=1}^{k} (-1)^{k-i} \binom{k}{i} b_i$. From Lemma 4.2.8 we obtain this theorem.

**Proposition 4.2.10.** The number of minimal separating families of minimum size for an $n$-element set is

\[
\frac{(n - 1)!}{\lceil \log_2 n \rceil! \left(2^{\lceil \log_2 n \rceil} - 1\right)}.
\]
Proof. Since every separating family of minimum size is minimal, it suffices to calculate the number of separating families of minimum size. According to Proposition 4.2.6 their minimum size for an \( n \)-element set is \( \lceil \log_2 n \rceil \). Substituting \( \lceil \log_2 n \rceil \) for \( k \) in the formula of Theorem 4.2.9 yields the expression stated in this proposition, since \( \binom{2^i-1}{n-1} = 0 \) for \( i \leq \lceil \log_2 n \rceil \).

This number corresponds to the number of state assignments of an \( n \)-state machine in switching theory (see [64, chap. 12]).

Let us denote by \( \sigma_{n,k} \) the number of separating families of size \( k \) for an \( n \)-element set such that every bipartition consists of exactly two components, i.e. it does not contain \( \{S\} \).

**Lemma 4.2.11.** The equation \( \sigma_{n,k-1} + \sigma_{n,k} = \tau_{n,k} \) holds for all numbers \( n \) and \( k \) with \( 2 \leq n \) and \( 2 \leq k \leq 2^{n-1} \).

**Proof.** Observe in Example 5 that the first three diagrams can be identified with separating families of size 2 by excluding \( \{S\} \) and that the rightmost diagram is a unique separating family of size 3 such that every bipartition consists of exactly two components. Thus we obtain \( \sigma_{3,2} + \sigma_{3,3} = \tau_{3,3} \). In general one obtains that separating families of size \( k \) which contain \( \{S\} \) are identified with those of size \( k - 1 \) which do not contain \( \{S\} \). Since there are \( \sigma_{n,k-1} \) such families, this lemma follows. 

\[ \square \]
Lemma 4.2.12.

\[
\binom{k+1}{i+1} = k! \sum_{j=i}^{k} \frac{1}{j!} \binom{j}{i}
\]

Proof. It holds (see [48, §6.1]) that \(\binom{k+1}{i+1} = k! \sum_{j=0}^{k} \frac{j!}{i!} \binom{j}{i} / j!\). Since \(\binom{j}{i} = 0\) for \(0 \leq j < i\), we obtain the equation.

\[\square\]

Proposition 4.2.13. The number \(\sigma_{n,k}\) of separating families of size \(k\) for an \(n\)-element set such that every bipartition consists of exactly two components is

\[
\frac{(n-1)!}{k!} \sum_{i=1}^{k} (-1)^{k-i} \binom{k+1}{i+1} \left( \frac{2^i - 1}{n-1} \right),
\]

where \(2 \leq n\) and \(1 \leq k < 2^{n-1}\).

Proof. Using Lemma 4.2.11 and 4.2.12, we can calculate \(\sigma_{n,k}\) as follows.

\[
\sigma_{n,k} = \sum_{j=1}^{k} (-1)^{k-j} \tau_{n,j}
\]

\[
= (n-1)! \sum_{j=1}^{k} \sum_{i=1}^{j} \frac{(-1)^{k-i}}{j!} \binom{j}{i} \left( \frac{2^i - 1}{n-1} \right)
\]

\[
= (n-1)! \sum_{i=1}^{k} \sum_{j=i}^{k} \frac{(-1)^{k-i}}{j!} \binom{j}{i} \left( \frac{2^i - 1}{n-1} \right)
\]

\[
= (n-1)! \sum_{i=1}^{k} \frac{(-1)^{k-i}}{i+1} \binom{k+1}{i+1} \left( \frac{2^i - 1}{n-1} \right)
\]

\[\square\]

Lemma 4.2.14. The equation \(\sigma_{n,k-1} (k-1)! = \sigma_{k,n-1} (n-1)!\) holds for all numbers \(n, k\) such that \(2 \leq n\) and \(2 \leq k \leq 2^{n-1}\).
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Proof. Consider $(0, 1)$-matrices whose entries in the first row and in the first column are all 0 and for which every two row vectors and every two column vectors are distinct. Since both conditions are symmetric with respect to rows and columns, the matrix transpose operation induces a bijection between the set of $(0, 1)$-matrices of size $n \times k$ satisfying the conditions and the set of those of size $k \times n$ satisfying the conditions. Observe for example that the following matrices which are transposes of each other satisfy the conditions.

$$M = \begin{pmatrix}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 1\end{pmatrix}, \quad M^t = \begin{pmatrix}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 1\end{pmatrix}$$

Furthermore, every $(0, 1)$-matrix of size $n \times k$ satisfying the conditions can be obtained by arranging the bipartitions in a separating family of size $k - 1$ which does not contain $\{S\}$ from the second column to the $k$-th column. Thus the number of such matrices is $\sigma_{n,k-1}(k-1)!$. Since the same argument applies to $(0, 1)$-matrices of size $k \times n$, this lemma follows.

From Proposition 4.2.13 and Lemma 4.2.14, one obtains the following proposition.

**Proposition 4.2.15.** The number $\sigma_{n,k}$ of separating families of size $k$ for an $n$-element set such that every bipartition consists of exactly two components is

$$\sum_{i=1}^{n-1} (-1)^{n-1-i} \binom{n}{i+1} \binom{2^i - 1}{k}.$$
where $2 \leq n$ and $1 \leq k < 2^{n-1}$.

Proof.

\[
\sigma_{n,k} = \frac{(n-1)!}{k!} \sigma_{k+1,n-1}
= \frac{(n-1)!}{k!} \frac{k!}{(n-1)!} \sum_{i=1}^{n-1} (-1)^{n-1-i} \left[ \binom{n}{i+1} \binom{2^i - 1}{k} \right]
\]

From Lemma 4.2.11 and Proposition 4.2.15, one obtains the following theorem.

**Theorem 4.2.16.** The number $\tau_{n,k}$ of separating families of size $k$ for an $n$-element set is

\[
\sum_{i=1}^{n-1} (-1)^{n-1-i} \left[ \binom{n}{i+1} \binom{2^i}{k} \right],
\]

where $2 \leq n$ and $2 \leq k < 2^{n-1}$.

Proof.

\[
\tau_{n,k} = \sigma_{n,k} + \sigma_{n,k-1}
= \sum_{i=1}^{n-1} (-1)^{n-1-i} \left[ \binom{n}{i+1} \left\{ \binom{2^i - 1}{k} + \binom{2^i - 1}{k-1} \right\} \right]
= \sum_{i=1}^{n-1} (-1)^{n-1-i} \left[ \binom{n}{i+1} \binom{2^i - 1}{k-1} + 1 \right]
\]

**Proposition 4.2.17.** The minimum size of an element set for which there is a separating family of $k$ arbitrary bipartitions is $\left\lceil \log_2 k \right\rceil + 1$. 
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Packing $\mathbb{R}^3$ with Thin Tori

5.1 Introduction and Main Result

Geometric packing problems in $\mathbb{R}^3$ received huge attention over many decades (see [9],[18],[39],[40],[41],[42],[49],[50],[74],[82],[85],[101] for books on packings). Still, the sphere is the only body which does not tile $\mathbb{R}^3$ and for which we know the exact packing density [53]. For other bodies such as Platonic solids [26],[93] and ellipsoids [16],[35] dense packing constructions are known, but no proof of optimality exists and a vast amount of related questions remain open (see the books [19] and [31]).

On the other hand, there is only a very limited amount of literature studying packings involving non-convex objects, such as the work of Jiao et al. [57],[94],[95]. We would thus like to extend this line of research by considering packings with the possibly simplest non-convex shape, the torus.

Note that although Conway and Hopcroft showed in [29] that using the axiom of choice it is possible to fill $\mathbb{R}^3$ with unit circles, the problem addressed here is of different type.
since we are dealing with solid bodies and not with one dimensional curves.

Throughout this chapter we refer to a torus with major radius 1 and minor radius going to zero as a *thin torus*.

**Theorem 5.1.** $\mathbb{R}^3$ can be packed with thin tori at a density of 0.222....

**Theorem 5.2.** It is possible to pairwise link $\Theta(1/s^2)$ many tori of major radius 1 and minor radius $s < 1/3$ and this is asymptotically optimal.

## 5.2 Proof of Theorem 1

Given a torus lying in a plane $H$ and a point $p$ on its surface, there are three different types of non-trivial circles through $p$. One can draw a circle through $p$ which lies in a plane parallel to the plane $H$ and one can draw a circle through $p$ in the plane perpendicular to $H$. A third type of circles is obtained by cutting the torus open at $p$ along a plane which is bitangential to the torus and then draw two circles on the surface of the torus along the cut as shown in Figure 5.1a. These circles have a radius which correspond to the major radius of the torus and were first observed by Yvon Villarceau; thus they are called *Villarceau circles* [99]. Most prominently, Villarceau circles appear in Topology, when the Hopf fibration [55] of a 3-sphere is stereographically projected into $\mathbb{R}^3$.

In order for the torus arrangement to pack $\mathbb{R}^3$ with positive density, it is necessary that some tori are linked. This holds, since the volume of the bounding box of a torus with minor radius $s$ is $\Theta(s)$, while the volume of the torus is $\Theta(s^2)$. Thus for $s \to 0$, the packing density of an arrangement of unlinked thin tori goes to 0. Therefore, it is not a
priori clear that a packing of thin tori with positive density exists.

Throughout this note we denote by $T(R, r)$ a torus of major radius $R$ and minor radius $r$. The basic idea of the torus arrangement is to first pack $\mathbb{R}^3$ with an auxiliary lattice packing of fat tori $T_F = T(1, r)$ for some constant $r$. All such tori are placed parallel to the $xy$-plane and are centered at points of the lattice, generated by the vectors

\[
\begin{pmatrix}
2 + \sqrt{3} r \\
0 \\
r
\end{pmatrix}, \quad \begin{pmatrix}
1 + r \\
\sqrt{3}(1 + r) \\
0
\end{pmatrix}, \quad \begin{pmatrix}
0 \\
0 \\
2r
\end{pmatrix}.
\]

Since the parallelepiped of this lattice has volume $2\sqrt{3} \ (2 + \sqrt{3}r) \ (1 + r) \ r$, the lattice packing of $\mathbb{R}^3$ with $T_F$ tori has a density of

\[
\delta_L(r) = \frac{\pi^2 r}{\sqrt{3} \ (2 + \sqrt{3}r) \ (1 + r)}, \quad (5.1)
\]
Inside every $T_F$ torus we build a second auxiliary structure by forming a nested sequence of concentric tori $T_{[\frac{r-s}{2s}], \ldots, T_1}$ centered at lattice points, with $T_k = T(1, 2ks)$. Here $s$ denotes the minor radius of the thin tori which we will ultimately use to pack $\mathbb{R}^3$. Next, a $2s$ neighborhood of the surface of each $T_k$ torus gets packed with thin $T(1, s)$ tori as illustrated in Figure 5.2. For this we construct a family of Villarceau circles by rotating the bitangential cutting plane of $T_k$ in discrete steps around the $z$-axis in such a way that the smallest distance between any two Villarceau circles is at least $2s$ (see Figure 5.1b). Note that we only chose one of the two resulting Villarceau circles associated with each cutting plane. Replacing every Villarceau circle by a $T(1, s)$ torus yields a packing of the $2s$ neighborhood of the surface of $T_k$. Denoting by $V_k$ the volume of the union of all $T(1, s)$ tori on $T_k$, we obtain a total volume of

$$V = \sum_{k=1}^{[\frac{r-s}{2s}]} V_k$$

for the nested arrangement of thin tori inside $T_F$ and thus a packing density of $\delta_T(r) = V/(2\pi^2 r^2)$ with respect to $T_F$. Therefore, the packing density of the $T(1, s)$ torus arrangement with respect to $\mathbb{R}^3$ is $\delta(r) = \delta_T(r)\delta_L(r)$.

The remaining part of this section is used to calculate the volume $V$.

**Lemma 5.3.** Given a torus $T(R, r)$, lying in the $xy$-plane and two Villarceau circles $c_0, c_1$ lying in the bitangential planes $H_0, H_1$ respectively. In order for the minimum distance between $c_0$ and $c_1$ to be at least $d$, an angular distance between $H_0$ and $H_1$ of

$$\psi = \arcsin \frac{dR}{r(R-r)}$$

around the $z$-axis suffices, given $r \leq R - d$. 
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Figure 5.2: A vertical cut through $T_F$, the nested sequence of $T_k$ tori and a schematic representation of the $T(1,s)$ tori through one point on each $T_k$.

Proof. A Villarceau circle of a torus $T(R,r)$ centered at the origin and lying in the $xy$-plane can be parameterized (see [30]) as

$$c(\psi,t) = \begin{pmatrix} \cos \psi & \sin \psi & 0 \\ -\sin \psi & \cos \psi & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \sqrt{R^2 - r^2} \cos t \\ r + R \sin t \\ r \cos t \end{pmatrix}.$$  

Here $\psi$ denotes the rotation angle of the bitangential cutting plane around the $z$-axis and $t$ defines the location on the Villarceau circle. At $\psi = 0$, the derivatives of $c$ are

$$\frac{\partial c}{\partial t} = \begin{pmatrix} -\sqrt{R^2 - r^2} \sin t \\ R \cos t \\ -r \sin t \end{pmatrix}.$$
and

\[
\frac{\partial \mathbf{c}}{\partial \psi} = \begin{pmatrix} r + R \sin t \\ -\sqrt{R^2 - r^2 \cos t} \\ 0 \end{pmatrix}.
\]

The closest distance between the circle \( c_0 = c(0, t) \) and a circle \( c_1 \) rotated around the \( z \)-axis appears on \( c_0 \) when \( \frac{\partial \mathbf{c}}{\partial \psi} \) assumes the smallest value in the direction perpendicular to \( \frac{\partial \mathbf{c}}{\partial t} \), i.e. at the point where

\[
\left| \frac{\partial \mathbf{c}}{\partial \psi} \right| \sin \gamma
\]

attains its minimum, with \( \gamma \) denoting the angle between \( \frac{\partial \mathbf{c}}{\partial t} \) and \( \frac{\partial \mathbf{c}}{\partial \psi} \).

Since

\[
\sin \gamma = \sqrt{1 - \left( \frac{\frac{\partial \mathbf{c}}{\partial t} \cdot \frac{\partial \mathbf{c}}{\partial \psi}}{|\frac{\partial \mathbf{c}}{\partial t}| |\frac{\partial \mathbf{c}}{\partial \psi}|} \right)^2}
\]

we want to minimize

\[
\sqrt{\left( \left| \frac{\partial \mathbf{c}}{\partial \psi} \right|^2 - \left( \frac{\partial \mathbf{c}}{\partial \psi} \cdot \frac{\partial \mathbf{c}}{\partial t} \right) \right)^2},
\]

which simplifies to

\[
\frac{r}{R} \sqrt{\left( 2R \sin (t) + r^2 + R^2 + ((\sin (t))^2 - 1) r^2 \right)}
\]

and attains its minimum at \( t = -\arcsin R/r \). Since \( r < R \) the minimum occurs when \( \sin t = -1 \). If we denote this point \((0, r - R, 0)\) by \( q \), its minimum distance to the cutting plane \( H_1 \) provides a lower bound for the minimum distance \( d \) between \( c_0 \) and \( c_1 \). Since the normal unit vector of \( H_1 \) is \( \mathbf{n}_1 = (r/R \cos \psi, -r/R \sin \psi, \sqrt{1 - r^2/R^2}) \),
\[ d \geq n_1 \cdot q = \frac{r(R - r)}{R} \sin \psi. \]

Thus an angular distance between \( H_0 \) and \( H_1 \) around the \( z \)-axis of at least

\[ \psi = \arcsin \frac{dR}{r(R - r)} \]

results in a minimum distance of at least \( d \) between \( c_0 \) and \( c_1 \).

\[ \square \]

It follows from Lemma 5.3 that the 2\( s \) neighborhood of the surface of a \( T_k \) torus can be packed with \( \left\lfloor \frac{2\pi}{\arcsin \frac{1}{1 - 2ks}} \right\rfloor \) many \( T(1,s) \) tori. Using the fact that \( 11x/7 \geq \arcsin x \) for \( 0 \leq x \leq 1 \), the volume of the union of these tori is

\[ V_k \geq 2\pi^2 s^2 \left\lfloor \frac{14}{11} \pi k(1 - 2ks) \right\rfloor. \]

For \( s \to 0 \), the volume of the union of all \( T(1,s) \) tori inside one \( T_F \) torus becomes

\[ V = \lim_{s \to 0} \sum_{k=1}^{\left\lfloor \frac{r^2}{4s^2} \right\rfloor} V_k \geq \frac{7}{66} \pi^3 r^2 (3 - 2r) \]

and thus the packing density \( \delta_T(r) \) with respect to \( T_F \) is

\[ \delta_T(r) = \frac{7}{132} \pi (3 - 2r). \quad (5.2) \]

Combining equation (5.1) and (5.2) the packing density of the thin tori with respect to \( \mathbb{R}^3 \) evaluates to
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\[
\delta(r) = \delta_L(r)\delta_T(r) = \frac{7\pi^3 r (3 - 2r)}{132\sqrt{3} (2 + \sqrt{3}r) (1 + r)}
\]

which, at $r = 0.441\ldots$, obtains the maximum value of $0.222\ldots$.

5.3 Proof of Theorem 2

In order to prove Theorem 2, we show that in the nested torus construction of the previous section all thin tori are pairwise linked. Let $c_0$ and $c_1$ be two Villarceau circles on two nested (auxiliary) unit tori $T_0$ and $T_1$ with minor radius $r_0$ and $r_1$ respectively and assume $r_0 < r_1$. We prove the claim by showing that $c_1$ and $T_0$ are linked, which, since Villarceau circles are fully contained in the surface of a torus, is equivalent to showing that $c_1$ is linked with the unit circle $c$ defining the axis of revolution of $T_0$. Furthermore, wlog we may assume that the cutting plane defining $c_1$ is unrotated (around the $z$-axis), since otherwise we may just rotate the whole coordinate system around the $z$-axis. It thus follows that $c_1$ intersects the $y$-axis at distances $-1 + r_1$ and $1 + r_1$. In order to show that $c_1$ and $c$ are linked, it suffices to note that $y$-axis intersects $c$ inside the interval $(-1 + r_1, 1 + r_1)$ exactly once, namely at 1. Since all Villarceau circles on the same torus are linked (see [30]), the claim follows.

We set the minor radius $r$ of $T_F$, defined in the previous section, equal to 1, i.e. $T_F$ becomes a Horn torus and we note that the outermost torus of the nested structure inside $T_F$ has minor radius $1 - s$. As argued in the previous section, the number of pairwise linked tori of minor radius $s$ in the nested construction is
\[
\left\lfloor \frac{1-s}{\pi s} \right\rfloor \sum_{k=1}^{\left\lfloor \frac{14}{\pi} k (1 - 2ks) \right\rfloor},
\]

which is lower bounded by

\[
\frac{1}{132} \frac{(3s - 1)(-7\pi - 21\pi s + 66s + 28\pi s^2)}{s^2}.
\] (5.3)

It is easy to see that expression (5.3) is contained in \(\Omega(1/s^2)\) for \(s \in (0, 1/3)\). On the other hand, a simple area argument shows that at most \(O(1/s^2)\) tori of major radius 1 and minor radius \(s\) can be linked with a single such torus, thus implying that the construction is asymptotically optimal. Obviously, the construction is also asymptotically optimal for linking many tori with one single torus.
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