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Abstract:

Holomorphic motions, soon after they were introduced, became an important subject in complex analysis. It is now an important tool in the study of complex dynamical systems and in the study of Teichmüller theory. This thesis serves on two purposes: an expository of the past developments and a discovery of new theories.

First, I give an expository account of Slodkowski’s theorem based on the proof given by Chirka. Then I present a result about infinitesimal holomorphic motions. I prove the $|\varepsilon \log \varepsilon|$ modulus of continuity for any infinitesimal holomorphic motion. This proof is a very well application of Schwarz’s lemma and the estimate of Agard’s formula for the hyperbolic metric on the thrice punctured sphere. One application of this result is that, after the integration of an infinitesimal holomorphic motion, it leads to the Holder continuity property of a quasiconformal homeomorphism. This will be presented in Chapter 3.

Second, I compare the proofs given by both Slodkowski and Chirka. Then I construct a different extension of a holomorphic motion in the frame work of Slodkowski’s proof by using the method in Chirka’s proof. This gives some opportunity for me to discuss the uniqueness in the extension problem for a holomorphic motion. This will be presented in Chapter 4.

Third, I discuss the universal holomorphic motion for a closed subset of the Riemann sphere and the lifting property in the Teichmüller theory. One application of this discussion is the proof of the coincidence of Teichmüller’s metric and
Kobayashi’s metric, a result due to Royden and Gardiner, given by Earle, Kra, and Krushkal by using Slodkowski’s theorem. This will be presented in Chapters 5 and 6.

Fourth, I study the complex structure of the universal asymptotically conformal Teichmüller space. I give a direct and new proof of the coincidence of Teichmüller’s metric and Kobayashi’s metric on the universal asymptotically conformal Teichmüller space, a result previously proved by Earle, Gardiner, and Lakic. The main technique that I have used in this proof is Strebel’s frame mapping theorem. This will be presented in Chapter 7.

Finally, in Chapter 8, I study extremal annuli on a Riemann sphere with four points removed. By using the measurable foliation theory, the Weierstrass P-function, and the variation formula for the modulus of an annulus, I prove that the Mori annulus maximize the modulus for the two army problem in the chordal distance on the Riemann sphere. Gardiner and Masur’s minimum axis is also discussed in this chapter.

Most of the results in this thesis have been published in several research papers jointly with Fred Gardiner, Jun Hu, Yuning Jiang, and Sudeb Mitra.
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Suppose \( \overline{\mathbb{C}} = \mathbb{C} \cup \{\infty\} \) is the extended complex plane. For any real number \( r > 0 \), we let \( \Delta_r \) be the disk centered at the origin in \( \mathbb{C} \) with radius \( r \) and \( \Delta \) be the disk of unit radius.

### 1.1 Metrics of constant curvature

For a metric \( \rho(z)|dz| \) of class \( C^2 \), the quantity

\[
\kappa(\rho) = -\rho^2 \Delta \log \rho,
\]
where $\Delta$ is the Laplacian ($\Delta \mu = \partial^2 \mu / \partial x^2 + \partial^2 \mu / \partial y^2$), is known as the Gaussian curvature, which is conformal invariant. To calculate the curvature, it is convenient to use the complex form of the Laplacian:

$$\mu_{xx} + \mu_{yy} = \Delta \mu = 4 \frac{\partial^2 \mu}{\partial z \partial \overline{z}}.$$  

A metric of the constant curvature 4 for the sphere is the spherical metric

$$ds = \frac{|dz|}{1 + |z|^2}.$$  

In the case of the complex plane $\mathbb{C}$, the Euclidean metric $|dz|$ is complete and has constant curvature 0. For the punctured plane $\mathbb{C} \setminus \{0\}$, the metric $|z|^{-1}|dz|$ is complete and has zero curvature.

We turn now to the more interesting case, that of the hyperbolic plane $H = \{ z : Imz > 0 \}$. Here, the infinitesimal metric is

$$\rho(z)|dz| = \frac{|dz|}{|z - \overline{z}|}.$$  

It is called, interchangeably, either the non-Euclidean metric or the hyperbolic metric or the Poincare metric.

The Poincare metric for the unit disk $\Delta$ is

$$\rho(z)|dz| = \frac{|dz|}{1 - |z|^2}.$$  

These two Poincare metrics has constant curvature $-4$. Global Poincare metric on the unit disk is

$$d(0, z) = \frac{1}{2} \log \frac{1 + |z|}{1 - |z|}.$$  

In general, if $\Omega$ is an arbitrary simply-connected domain and $f$ is a biholomorphic map from $\Omega$ onto $H$ (or $\Delta$), we define the Poincare metric of $\Omega$,

$$\rho_\Omega(z) = \rho(f(z)) |f'(z)|.$$  

Moreover, the infinitesimal form $\rho_R(z)|dz|$ of the Poincare metric on a Riemann surface $R$ is given by the formula

$$\rho_R(z_0) = \inf \frac{1}{|g'(0)|}.$$
1.2. Definition of quasiconformal map

where the infimum is taken over all holomorphic functions $g$ in the unit disk mapping into the surface $R$ with $g(0) = z_0$.

The largest subdomain of the Riemann sphere carrying a hyperbolic metric is the sphere with three points removed. The infinitesimal form $\rho_{0,1}(z)|dz|$ of the Poincaré metric on the three times punctured sphere $\mathbb{C} \setminus \{0, 1, \infty\}$ is given by the Agard’s formula [1]:

$$\rho_{0,1}(z_0)^{-1} = \frac{1}{\pi} \int_{\mathbb{C}} \int_{\mathbb{C}} \frac{|z_0(z_0 - 1)|}{|\zeta(\zeta - 1)(\zeta - z_0)|} \, d\zeta \, d\eta,$$

where $\zeta = \xi + i\eta$.

For more properties about Poincaré metrics, please read the book of Linda Keen and Nikola Lakic [47]. In Chapter 3, I will use the Poincaré metric $\rho_{0,1}(z)|dz|$ to show the $|\varepsilon \log \varepsilon|$ continuity of a holomorphic motion. And the above Agard’s formula also can be proved by the extension theorem of holomorphic motions, I will give the details of the proof in Section 3.1.

1.2 Definition of quasiconformal map

Let $w = f(z)$ ($w = u + iv$ and $z = x + iy$) be a $C^1$ homeomorphism from one region to another. At a point $z_0$, it induces a linear mapping of differentials

$$du = u_x \, dx + u_y \, dy$$

$$dv = v_x \, dx + v_y \, dy$$

which we can also write in complex form

$$dw = f_z \, dz + f_{\bar{z}} \, d\bar{z}$$

with $f_z = \frac{1}{2}(f_x - if_y)$ and $f_{\bar{z}} = \frac{1}{2}(f_x + if_y)$.

The Jacobian

$$J(z) = |f_z|^2 - |f_{\bar{z}}|^2$$

is positive for an orientation preserving mapping. In this dissertation, We only consider orientation preserving maps, i.e., $|f_{\bar{z}}| < |f_z|$. I introduce now the complex
dilatation

\[ \mu_f(z) = \frac{f_z}{f_{\bar{z}}} \]

and the dilatation

\[ D_f(z) = \frac{1 + d_f}{1 - d_f} = \frac{|f_z| + |f_{\bar{z}}|}{|f_z| - |f_{\bar{z}}|} \geq 1. \]

Then locally we have \(|f_z| - |f_{\bar{z}}|)|dz| \leq |dw| \leq (|f_z| + |f_{\bar{z}}|)|dz|\). This inequality implies that \(f\) maps an infinitesimal circle around \(z\) to an infinitesimal ellipse around \(w = f(z)\). And \(D_f\) is the ratio of the major axis to the minor axis.

\[ f(z) = z + \frac{1}{2}z \]

is a 3–quasiconformal map on the complex plane.

Actually, the condition \(C^1\)-map is not necessary for quasiconformal mappings. We have following three equivalent and more general definitions for quasiconformality.
1.2. Definition of quasiconformal map

**Definition 2** (Analytic Definition). The homeomorphism $f$ from a plane domain $\Omega$ to a plane domain $f(\Omega)$ is quasiconformal if there exists $0 \leq k < 1$ such that

1. $f$ has locally integrable, distributional derivatives $f_z$ and $f_\bar{z}$ on $\Omega$.
2. $|f_\bar{z}| \leq k|f_z|$ almost everywhere.

**Definition 3** (Geometric Definition). An orientation preserving homeomorphism $f$ from a plane domain $\Omega$ to a plane domain $f(\Omega)$ is $K$-quasiconformal, if for every topological rectangle (quadrilateral) $Q$ contained in $\Omega$,

$$K^{-1}\text{mod}(Q) \leq \text{mod}(f(Q)) \leq K\text{mod}(Q),$$

where $\text{mod}(Q)$ is the modulus for $Q$.

(please read the Section 1.3 for more details about definitions and properties of $\text{mod}(Q)$.)

For the last equivalent definition of a quasiconformal mapping, we use the ratio distortion (or cross ratio distortion).

**Definition 4.** Suppose $H : \mathbb{C} \mapsto \mathbb{C}$ is an orientation-preserving homeomorphism such that $H(\infty) = \infty$. Then one of the definitions of quasiconformality [51] of $H$ is that

$$\lim_{r \to 0} \sup_{a \in \mathbb{C}} \frac{\sup_{|z-a|=r} |H(z) - H(a)|}{\inf_{|z-a|=r} |H(z) - H(a)|} < \infty.$$ 

In [62], Sullivan and Thurston used this definition to show that a holomorphic motion is quasiconformal for any fixed value of the time parameter $t$ for $|t| < 1$. It is easy to see that Definition 1 is a special case of Definition 2. The fact that Definition 2 is equivalent to Definition 3 was proved by Ahlfors in [3]. In the book of Letho [52], there are more discussions about Definition 4 of a quasiconformal map.

Now let us look at some basic properties of a quasiconformal map:

1. $f$ and $f^{-1}$ are simultaneously $K$-quasiconformal.
2. The composition of a $K_1$-quasiconformal mapping and a $K_2$-quasiconformal mapping is $K_1K_2$-quasiconformal.
3. $\mu = 0$ a.e. if and only if $f$ is conformal.

4. Let $\mu, \sigma$, and $\tau$ be the complex dilatations of quasiconformal maps of $f^{\mu}, f^{\sigma}$ and $f^{\tau}$ with $f^{\tau} = f^{\sigma} \circ (f^{\mu})^{-1}$. Then

$$\tau = \left( \frac{\sigma - \mu}{1 - \overline{\mu} \overline{\sigma}} \right) \circ (f^{\mu})^{-1}$$

where $\theta = \frac{\mu}{p}$ and $p = \frac{\partial}{\partial z} f^{\mu}(z)$.

**Proposition 1.** \{${f_n}$\} is a family of normalized $K$–quasiconformal maps fixing $0, 1, \infty$, then \{${f_n}$\} is a normal family, i.e., there is a converging subsequence \{${f_n}$\} $\rightarrow$ $f$ where the limit $f$ is a $K$–quasiconformal map or a constant map.

For the proof of Proposition 1 and previous properties, please read [51] and [52]. It is also helpful to use the Geometric Definition to understand these properties.

### 1.3 Modulus of an rectangle and modulus of an annulus

**Definition 5.** For a rectangle $S$ with length $a$ and width $b$, the modulus of this rectangle is defined by

$$\text{mod } (S) = \frac{a}{b}.$$ 

![Schwarz reflection](image)

Figure 1.2: Schwarz reflection of conformal maps

An interesting property of modulus is:

**Proposition 2.** Moduli of rectangles are conformally invariant.
1.3. Modulus of an rectangle and modulus of an annulus

**Proof** Assume \( f \) is conformal from rectangle \( S_1 \) to \( S_2 \). By Schwarz reflection principle, we can extend \( f \) into \( S'_1 \) in the lower half plane by \( \overline{f}(z) \) (see Figure 1.2). Similarly we can reflect \( f(z) \) with respect to other three sides of \( S_1 \). Then we have a new conformal map from a much larger rectangle to another larger rectangle.

Apply the Schwarz reflection principle to all sides of new rectangles again and again, finally we have a conformal map from \( \overline{C} \) to \( \overline{C} \) fixing \( \infty \). So \( f \) must be an affine map, i.e., \( f(z) = az + b \). The affine map does not change the modulus of a rectangle, so the modulus of a rectangle is a conformal invariant.

![Diagram](image)

\[
\text{Mod}(U) = \text{Mod}(S)
\]

Figure 1.3: Topological triangle

In the Geometric Definition of a quasiconformal map, I consider the modulus of a topological rectangle, which is a simply connected region \( U \neq C \) with 4 ordered marked boundary points. Next, I will use the Riemann mapping theorem to construct conformal maps from topological rectangles to real rectangles.

**Theorem 1** (Riemann mapping theorem). Given any simply connected region \( U \) which is not the whole plane, there exists a conformal map \( f \) which maps \( U \) onto the unit disk \( \Delta \).

**Proposition 3.** Any topological rectangle \( U \) can be conformally mapped to a rect-
angle $S$. (see Figure 1.3)

The lower map in Figure 1.3 is the Christoffel-Schwarz formula

$$w = \int_{-\frac{1}{k}}^{z} \frac{d\zeta}{\sqrt{(1 - \zeta^2)(1 - k^2\zeta^2)}},$$

which maps the upper-half plane onto a rectangle. More precisely, it will map the real line to 4 sides of the rectangle, and $\{-\frac{1}{k}, -1, 1, \frac{1}{k}\}$ are mapped to the vertices of the rectangle. At each corner of the rectangle, locally this map is $\sqrt{z}$ which maps angles $180^\circ$ to $90^\circ$.

Now, we can define the modulus for any topological rectangle $U$ by

$$\text{mod} (U) = \text{mod} (S) = \frac{a}{b}.$$

Most quasiconformal maps do change the modulus, for example, the modulus of the image of the following horizontal stretch map $f$ is only one half of the modulus of its pre-image.

$$f(x, y) = 2x + iy = (z + \overline{z}) + \frac{z - \overline{z}}{2}$$

is a 3-quasiconformal map, $f_x = 3/2$ and $f_y = 1/2$.

The map $f(z) = e^z$ is a conformal gluing map which maps a rectangle with length $2\pi$ onto an annulus. So we can also discuss the modulus of an annulus, and in Chapter 8, I will talk about extremal annulus with respect to modulus.

**Definition 6.** Suppose $A$ is an annulus with two boundary circles with radius $R_1$ and $R_2$, then the modulus of $A$ is

$$\text{mod} (A) = \frac{1}{2\pi} \log \frac{R_2}{R_1}.$$

Let $E_1$ and $E_2$ be two disjoint, connected, simply connected and compact sets on the Riemann sphere $\overline{\mathbb{C}}$. Let $A$ be the complement of $E_1$ and $E_2$, which is called topological annulus, i.e., $A = \overline{\mathbb{C}} - \{E_1 \cup E_2\}$.

**Theorem 2.** Any topological annulus $A$ can be conformally mapped to an annulus.
1.3. Modulus of an rectangle and modulus of an annulus

Proof (following Zhong Li’s book [65], page 49.)

Step1: By the Riemann mapping theorem, there is a Riemann map \( f \) which maps \( A \cup E_1 \) to \( \Delta \).

Step2: We can assume 0 is not in \( f(A) \), then we can use map \( w = \log z \), which maps \( f(A) \) to a vertical topological strip. The right side of the strip is imaginary axis and the left side is a Jordan curve which has period \( 2\pi i \).

Step3: Choose a \( K \)-periods topological rectangle in this topological strip, then it can be mapped to a real \( K \)-periods rectangle by Proposition 3.

Step4: Let \( K \) goes to \( \infty \), then the image is a real strip. And the exponential map \( e^z \) will map it back to a real annulus.

\[ A = \mathbb{C} - \{ E_1 \cup E_2 \} \]

Figure 1.4: A topological annulus

The modulus of a topological annulus \( A = \mathbb{C} - \{ E_1 \cup E_2 \} \) is defined as

\[ \text{mod} (E_1, E_2) = \text{mod} (A) = \frac{1}{2\pi} \log \frac{R_2}{R_1}. \]

Just like the modulus of a rectangle, the modulus of an annulus is also conformally invariant.

Proposition 4. Moduli of annuli are conformally invariant.
Idea of the proof: Reflect the conformal map in two boundary circles again and again by Schwarz reflection principle. Then the resulting map is a conformal map from $\mathbb{C}$ to $\mathbb{C}$ fixing $\infty$. So it is a affine map which keeps the modulus of an annulus.

In Chapter 8, I will discuss the Teichmüller annulus and Mori annulus.

1.4 Quadratic differential

Definition 7 (holomorphic quadratic differential). A holomorphic quadratic differential $\varphi$ on a Riemann surface is an assignment of a holomorphic function $\varphi_1(z_1)$ to each local coordinate $z_1$ such that if $z_2$ is another local coordinate, then $\varphi_1(z_1) = \varphi_2(z_2)(dz_2/dz_1)^2$. If $||\varphi|| = \int |\varphi| < \infty$, $\varphi$ is called an integrable holomorphic quadratic differential.

It is elementary (by switching to polar coordinates) to see that integrable $\varphi$ only have at most simple poles at the punctures of the Riemann surface $R$.

On the four punctured Riemann sphere $\mathbb{C} - \{0, 1, a, \infty\}$, an integrable quadratic differential must have the following form

$$\varphi_a(z)(dz)^2 = \frac{c(dz)^2}{z(z-1)(z-a)},$$

where $c$ is a constant and $\{0, 1, a, \infty\}$ are simple poles of $\varphi_a$.

If the Riemann surface $R$ is $\mathbb{C} - \{0, 1, a_1, ..., a_{n-3}, \infty\}$, then the quadratic differentials $\{\varphi_{a_i}\}$ for $i = 1, 2, ..., n-3$ are the basis of the space of all integrable holomorphic quadratic differentials on $R$.

The natural parameter $\zeta$ on $R$ is defined by

$$\zeta(z) = \int_{z_0}^{z} \sqrt{\varphi(z)}dz.$$

It is clear that if $\zeta_1(z_1)$ and $\zeta_2(z_2)$ are two natural parameters coming from two different local coordinates of $\varphi$ and defined on the overlapping coordinate patches $U_1$ and $U_2$, then

$$\zeta_1 = \pm \zeta_2 + \text{constant}.$$
Notice that \(d\zeta^2 = \varphi dz^2\) for any natural parameter \(\zeta\) associated with \(\varphi\). A parametric curve \(\gamma : I = [0, 1] \rightarrow R\) is called a horizontal trajectory of \(\varphi\) if, given any local coordinate \(z\) defined in a patch overlapping the image of \(\gamma\), the function \(z(\gamma(t))\) satisfies \(\varphi(z(\gamma(t)))dz^2 > 0\). It is called a vertical trajectory if \(\varphi(z(\gamma(t)))dz^2 < 0\). This means in the \(\zeta\)-plane where \(\zeta\) is the natural parameter, the curve \(\gamma(t)\) is transformed into a horizontal line or a vertical line.

![Horizontal and Vertical (dash-dot lines) trajectories for \(m=1\).](image)

**Figure 1.5: Horizontal and Vertical trajectories**

In an obvious sense, the horizontal and vertical trajectories give two transverse foliations. We say that two foliations are transversal at a singular point if they have \(C^1\)-topological structure equivalent to the horizontal and vertical trajectories of \(z^m dz^2\) for some integer \(m \geq -1\).

Let \(\varphi\) have a zero of order \(m\) at \(p\) in \(R\). At any such point there will exist a local coordinate \(z\) with \(z(p) = 0\) such that \(\varphi dz^2 = z^m dz^2\). For the case where \(m=1\), the trajectories in the \(z\)-plane have the appearance shown in the Figure 1.5.

By definition, if \(\gamma\) is a differentiable curve on \(R\), its height with respect to \(\varphi\) is
given by

\[ h_\varphi(\gamma) = \int_\gamma |\text{Im}\sqrt{\varphi(z)}|dz|. \]

Similarly, its width is given by

\[ w_\varphi(\gamma) = \int_\gamma |\text{Re}\sqrt{\varphi(z)}|dz|. \]

We call a trajectory critical if, when it is continued in either direction, it meets a singularity of \( \varphi \).

**Theorem 3** (The minimal norm property). Let \( \varphi \) be a holomorphic quadratic differential on \( R \) with

\[ ||\varphi|| < \infty \]

and for which every noncritical vertical trajectory can be continued indefinitely in both directions. Let \( \psi \) be another quadratic (not necessarily holomorphic) differential which is continuous on \( R \). Assume there exists a constant \( M > 0 \) such that for every noncritical vertical segment \( \beta \), one has \( h_\varphi(\beta) \leq h_\psi(\beta) + M \). Then

\[ ||\varphi|| \leq \int \int_R |\sqrt{\varphi(z)}||\sqrt{\psi(z)}|dxdy. \]

\[ \begin{align*}
\beta \\
\alpha \\
\end{align*} \]

\( \alpha \) and \( \beta \) are Horizontal and Vertical trajectories.

Figure 1.6: Trajectories for four punctured Riemann sphere

Remark. (1) Any holomorphic quadratic differential \( \varphi \) on a compact Riemann surface with finitely many punctures for which \( ||\varphi|| < \infty \) will satisfy the hypothesis on the trajectories of \( \varphi \).
1.4. Quadratic differential

The curves in the Figure 1.6 are horizontal and vertical trajectories of

$$\varphi(z) = \frac{1}{(z + a)(z - a)(z + b)(z - b)}$$

for real numbers $a$ and $b$.

(2) When we say the noncritical trajectories can be continued indefinitely in both directions, we do not exclude the possibility that they may be closed.

The following theorem is a easy corollary of Theorem 3 and Schwarz’s inequality.

**Theorem 4.** For $\varphi$ and $\psi$ satisfy the conditions in the Theorem 3, then

$$||\varphi|| \leq ||\psi||,$$

and if this inequality is an equality, then $\varphi \equiv \psi$.

Now let’s look at some relations between quasiconformal maps and holomorphic quadratic differentials.

**Lemma 1.** Let $\varphi$ be a holomorphic quadratic differential on $R$ with $||\varphi|| < \infty$. Let $f$ be a quasiconformal self-mapping of $R$ which is homotopy to the identity. Then there exists a constant $M$ such that for every noncritical vertical segment $\beta$, one has

$$h_{\varphi}(\beta) \leq h_{\varphi}(f(\beta)) + M.$$

The constant $M$ depends on $\varphi$ and $f$ but not on $\beta$.

This Lemma will help us to construct a holomorphic quadratic differential $\psi$ that satisfies the condition of Theorem 3.

**Lemma 2.** Suppose $f$ is a quasiconformal self-mapping of $R$ with Beltrami coefficient $\mu(z)$, then

$$\psi(z) = \varphi(f(z))f_z^2(1 - \mu \frac{\varphi(z)}{|\varphi(z)|})^2$$

is a holomorphic quadratic differential and

$$\int_R \int_R |\varphi|dx\,dy \leq \int_R \int_R |\sqrt{\varphi}|\sqrt{|\psi|}dx\,dy.$$
Proof

An elementary calculation shows that $\psi$ is a quadratic differential. From Lemma 1, $h_\varphi(\beta) \leq h_\varphi(f(\beta)) + M$ for all non-critical vertical segments $\beta$. From the definition of $h_\varphi$, we have

$$h_\varphi(f(\beta)) = \int_{f(\beta)} |Im \sqrt{\varphi(f)}df|.$$  

Since $df = f_z(1 + \mu(d\varpi/dz))dz$, by introducing $\sqrt{\psi}$, this last integral becomes

$$h_\varphi(f(\beta)) = \int_{\beta} |Im \sqrt{\psi(z)}(1 + \mu \frac{d\varpi}{dz})(1 - \mu \frac{\varphi}{|\varphi|})^{-1}dz|.$$  

Since $\varphi dz^2 < 0$ along $\beta$, one easily sees that $\varphi/|\varphi| = -d\varpi/dz$ along $\beta$. The final result is that

$$h_\varphi(f(\beta)) = h_\psi(\beta).$$

Hence $h_\varphi(\beta) \leq h_\psi(\beta) + M$ for all vertical segments $\beta$. So we can use the minimal norm property, Theorem 3, to get

$$\int \int_R |\varphi|dxdy \leq \int \int_R |\sqrt{\varphi}\sqrt{\psi}|dxdy.$$  

Now we are ready to prove the Reich and Strebel’s inequality, also called Main inequality, for quasiconformal maps.

**Theorem 5** (Reich and Strebel’s Main inequality). Let $f(z)$ be a quasiconformal map from $R$ to $f(R)$ with Beltrami coefficient $\mu$ and $\mu_1$ is the Beltrami coefficient of $f_1$ from $f(R)$ to $R$ with the property that $f_1 \circ f$ is homotopic to the identity relative to the boundary. Suppose $\varphi$ is a holomorphic quadratic differential on $R$ with norm 1. Then

$$1 \leq \int \int_R \frac{|1 - \mu \varphi|}{1 - |\mu|^2} \cdot \frac{|1 + \mu_1(f)\theta |\varphi|^2}{1 - |\mu_1(f)|^2} |\varphi|dxdy$$

where

$$\theta = \frac{\overline{f_z}}{f_z}(1 - \overline{\varphi}/|\varphi|)(1 - \mu \varphi/|\varphi|)^{-1}.$$  

If we assume $f$ is a quasiconformal self-mapping of $R$ which is homotopic to the identity, then $\mu_1 = 0$ and the Main inequality is

$$||\varphi|| \leq \int \int_R |\varphi(z)|\frac{|1 - \mu(z)\varphi(z)/|\varphi(z)||^2}{1 - |\mu(z)|^2}dxdy.$$
Here, I only give the proof of the Main inequality for quasiconformal self-mapping of $R$.

Proof Let $\psi$ defined by

$$
\psi(z) = \varphi(f(z)) f_z^2 (1 - \mu \frac{\varphi(z)}{|\varphi(z)|})^2.
$$

From Lemma 2, $\int |\varphi| dxdy \leq \int |\sqrt{\varphi}| \sqrt{\psi} |dxdy$.

Substituting the formula of $\psi$ into this inequality yields

$$
||\varphi|| \leq \int \int_R |\varphi(f(z))|^{1/2} |f_z||1 - \mu \frac{\varphi(z)}{|\varphi(z)|}| |\varphi|^{1/2} dxdy.
$$

Introducing a factor of $(1 - |\mu|^2)^{1/2}$ into the numerator and denominator of this inequality and apply Schwarz’s inequality yields

$$
||\varphi|| \leq (\int \int_R |\varphi(f(z))| |f_z|^2 (1 - |\mu|^2) dxdy)^{1/2} (\int \int |\varphi| \frac{|1 - \mu \varphi|}{1 - |\mu|^2} |\varphi| |dxdy|)^{1/2}.
$$

The first integral on the right hand side of this expression is simply $||\varphi||^{1/2}$. Both side of this inequality divided by $||\varphi||^{1/2}$, then I have the Main inequality.

If $f_1^{-1}$ from $R$ to $f(R)$ is a Teichmüller map with Beltrami coefficient $\overline{\mu}_1 = k_0 \frac{|\varphi_0|}{\varphi_0}$ and Teichmüller equivalent to $f$, then

$$
K_0 \leq \int \int_R \frac{|1 - \mu \varphi_0|^2}{1 - |\mu|^2} |\varphi_0| dxdy.
$$

This inequality implies the Teichmüller map is unique extremal (see Section 1.6).

### 1.5 Beltrami equation

The Beltrami equation is defined by

$$
f_z = \mu f_z
$$

for any $\mu$ in the open unit ball of $L^\infty(\mathbb{C})$, i.e., $||\mu||_{\infty} = \sup_{z \in \mathbb{C}} |\mu(z)| < 1$.

The existence and uniqueness of the solution of the Beltrami equation is given by the following theorem.
Theorem 6 (Riemann Measurable Mapping Theorem). The Beltrami equation gives a one-to-one correspondence between the set of quasiconformal homeomorphisms of $\mathbb{C}$ that fix $0, 1, \infty$ and the set of measurable complex-valued functions $\mu$ on $\mathbb{C}$ for which $||\mu||_\infty < 1$. Furthermore, the normalized solution $f^\mu$ to the Beltrami equation depends holomorphically on $\mu$.

For the Beltrami coefficients $\mu$ with compact support, we can show that

$$f^\mu = z + P\mu + P\mu T\mu + P\mu T\mu T\mu + \ldots$$

is a quasiconformal map for which the corresponding Beltrami coefficient $\mu_f$ is equal to $\mu$ almost everywhere. And it is also holomorphic on $\mu$ for any fixed $z$, where

$$\mathcal{P} f(z) = -\frac{1}{\pi} \int \int_{\mathbb{C}} \frac{f(\zeta)}{\zeta - z} d\xi d\eta, \quad \zeta = \xi + i\eta,$$

and

$$\mathcal{T} f(z) = \lim_{\varepsilon \to 0} -\frac{1}{\pi} \int \int_{|\zeta - z| > \varepsilon} \frac{f(\zeta)}{(\zeta - z)^2} d\xi d\eta, \quad \zeta = \xi + i\eta.$$

Three comments about this theorem:

1. The Beltrami coefficient $\mu_f = \mu$ almost everywhere.

2. If $\mu$ is defined on any sub-domain $\Omega$, we can extend $\mu$ by defining $\mu = 0$ on $\mathbb{C} - \Omega$.

3. $(\mathcal{P} f)_z = f$ and $(\mathcal{P} f)_z = \mathcal{T} f$.

We will discuss the continuity of $\mathcal{P}$–operator in Chapter 2, and use this $\mathcal{P}$–operator to prove the Slodkowski’s extension theorem of holomorphic motions. For $t \in \Delta$,

$$f^{t\mu} = z + tP\mu + t^2 P\mu T\mu + t^3 P\mu T\mu T\mu + \ldots$$

is an example of a holomorphic motion, which is a motion through quasiconformal mappings.
1.6 Universal Teichmüller space $T(\Delta)$ or $T(H)$

Let $M(H)$ be the unit ball of $L^\infty(H)$, i.e., $M(H) = \{ \mu \mid \| \mu(z) \|_\infty < 1, z \in H \}$.

Let $f^\mu(z)$ be the unique normalized solution of Beltrami equation $f_{\overline{z}} = \mu f_z$ which is conformal in the lower half plane $H^*$ i.e. $\mu(z) = 0$ for $z \in H^*$. And let $f_\mu(z)$ be the normalized quasiconformal self-map of $H$ with Beltrami coefficient $\mu$ where $\mu(z) = \overline{\mu(\overline{z})}$ for $z \in H^*$. From the uniqueness of the solution of Beltrami equation, it is easy to show that $f_\mu(z) = \overline{f_\mu(\overline{z})}$ and $f_\mu$ maps the real line onto itself.

We say two Beltrami differentials $\mu$ and $\nu$ are Teichmüller equivalent, $\mu \sim \nu$, if and only if $f^\mu(x) = f^\nu(x)$ (or $f_\mu(x) = f_\nu(x)$) for all $x \in \mathbb{R}$.

**Definition 8** (Universal Teichmüller’s space). The Universal Teichmüller’s space $T(H)$ is the space of all the Teichmüller equivalent classes of Beltrami differentials, i.e. $T(H) = \{ [\mu] \mid \mu \sim \nu$ if and only if $f^\mu(x) = f^\nu(x)$ for any real $x \}$.

Since there exist an Mbius map between the upper-half plane $H$ and the unit disk $\Delta$, people sometimes also use the unit disk to define the Universal Teichmüller space.

Let $M(\Delta)$ be the unit ball in $L^\infty(\Delta)$. And let $f^\mu(z)$ be the normalized (fixing $1$, $-1$ and $i$) quasiconformal map which is conformal in the complement of the unit disk, $\Delta^c$, and $\mu_f(z) = \mu(z)$ for any $z \in \Delta$. Then the Universal Teichmüller space is also can be defined by $T(\Delta) = \{ [\mu] \mid f^\mu(x) = f^\nu(x)$ for any $x \in S^1 \}$.

For the unit disk model, $f_\mu(z)$ is defined to be the normalized quasiconformal map which is invariant under the conjugate of

$$h(z) = \frac{1}{z}.$$ 

So it maps the unit circle onto itself.

The definition of Teichmüller space for any other Riemann surface $R$ is much more complicated than the definition of the Universal Teichmüller space. There is a homotopy condition for the Teichmüller equivalent classes.
Definition 9 (Teichmüller equivalence). Suppose $f_0 : R \to R_0$ and $f_1 : R \to R_1$ are quasiconformal maps with Beltrami coefficients $\mu_0$ and $\mu_1$. We define $f_0$ to be Teichmüller equivalent to $f_1$ (or $\mu_0$ to be Teichmüller equivalent to $\mu_1$) if there is a conformal map $c$ from $R_0$ onto $R_1$ and a homotopy through quasiconformal self-maps $g_t$ of $R$ such that

$g_0 =$ identity
$g_1 = (f_1)^{-1} \circ c \circ f_0$, and
$g_t(p) = p$ for $0 < t \leq 1$ and for every $p$ in the boundary of $R$.

In this dissertation, I will focus on Universal Teichmüller space $T(H)$ or $T(\Delta)$, and I will study the Teichmüller’s metric and Kabayashi’s metric on the Universal Teichmüller space in Chapter 6 and on $T_0$, a subspace of $T$, in Chapter 7. Teichmüller space of closed set $E$ will be introduced and discussed in Chapter 5.

Definition 10 (Teichmüller’s metric). For two elements $[\mu]$ and $[\nu]$ of $T(H)$, Teichmüller’s metric is equal to

$$d_T([\mu], [\nu]) = \inf K(f^\mu \circ (f^\nu)^{-1})$$

where the infimum is over all $\mu$ and $\nu$ in the equivalence classes $[\mu]$ and $[\nu]$, respectively. In particular,

$$d_T(0, [\mu]) = \log \frac{1 + k_0}{1 - k_0}$$

where $k_0$ is the minimal value of $||\mu||_\infty$, and $\mu$ ranges over the Teichmüller class $[\mu]$.

Definition 11 (extremal quasiconformal map). A quasiconformal map $f$ is said to be extremal in its Teichmüller equivalent class $\tau \in T(H)$ if $K(f) \leq K(\tilde{f})$ for any $\tilde{f} \in \tau$.

Finding an extremal map is a very hard problem for arbitrary Teichmüller space $T(R)$. If a Riemann surface $R$ is of finite analytic type, that is, conformally equivalent to a compact Riemann surface possibly with finitely many points removed, then the Teichmüller space $T(R)$ is finite dimensional, and every $\tau$ in $T(R)$ is represented
by a uniquely extremal Beltrami coefficient $\mu$ of the Teichmüller form (see definition 12). However, when $T(R)$ is of infinite analytic type, the situation is more difficult and all of the following cases can occur; (i) a Beltrami coefficient not of Teichmüller form may be uniquely extremal, (ii) it may be extremal but not uniquely extremal, or (iii) it may be nonextremal. There are examples of these three cases in Chapter 9 of Gardiner and Lakic’s book [30].

For the Universal Teichmüller space $T(H)$, the existence of extremal map is easy to show by Proposition 1. Suppose there is a sequence of quasiconformal maps $f_n$ in a fixed point $\tau \in T(\Delta)$ such that $K(f_n) < K(f_{n-1})$ and $K(f_n) \to \inf_{f \in \tau} K(f)$. Then $\{f_n\}$ is a normal family, so there is a limiting quasiconformal map $f_0$ and $f_0(x) = f_n(x)$ for any real number $x$ and $n > 0$. So $f_0(x)$ is in the Teichmüller equivalence class $\tau$.

**Definition 12** (Teichmüller map). If a Beltrami coefficient $\mu$ has the form $k\frac{d\varphi}{\varphi}$ where $\varphi$ is an integrable holomorphic quadratic differential, then $f^\mu$ is called Teichmüller map.

If there is a Teichmüller map in some equivalent class, then it is unique extremal in its equivalent class. To show that Teichmüller map is uniquely extremal, we need the Reich and Strebel’s Main inequality, Theorem 5 in Section 1.4.

**Theorem 7** (Teichmüller Uniqueness theorem). Suppose $f_0 \in \tau$ is a Teichmüller map with Beltrami coefficient $\mu_0 = k_0\frac{d\varphi_0}{\varphi_0}$, then for any $f \in \tau$ with Beltrami coefficient $\mu$, either there exists a set of positive measure in $R$ on which $|\mu(z)| > k_0$ or $\mu(z) = \mu_0(z)$ almost everywhere.

**Proof** If $|\mu(z)| < k_0$, we have the following inequalities:

$$K_0 \leq \int \int_R \frac{|1 - \frac{\varphi_0}{\varphi}|^2}{1 - |\mu|^2} dx dy \leq \int \int_R \frac{1 + |\mu|}{1 - |\mu|^2} |\varphi_0| dx dy \leq \frac{1 + ||\mu||_\infty}{1 - ||\mu||_\infty} \leq K_0$$

Since the left and right ends of this string of inequalities are equal, each inequality must be equality. The only possibility is that $\mu = k_0\frac{d\varphi_0}{\varphi_0} = \mu_0$ almost everywhere.
In Chapter 7, I will introduce the Strebel’s Frame mapping theorem. This theorem implies every point in $T(R)$, where $R$ is finite analytic type, has a uniquely extremal Teichmüller map. And this theorem also shows that every point in $T_0(\Delta)$ has a uniquely extremal Teichmüller map. I will use the Strebel’s Frame mapping theorem and Reich-Strebel’s Main inequality for a Teichmüller map to give a direct proof of the theorem that Teichmüller’s metric is equal to Kobayashi’s metric on $T_0(\Delta)$ [22] [38].

1.7 Beurling-Ahlfors Extension

In this section, I will talk about the boundary map of a quasiconformal map.

Definition 13 (M-quasisymmetric map). An orientation-preserving homeomorphism of the real line $\mathbb{R}$ is said to be $M$-quasisymmetric if there exists a constant $M \geq 1$ such that

\[
\frac{1}{M} \leq \frac{|f(x + t) - f(x)|}{|f(x) - f(x - t)|} \leq M
\]

for all real $x$ and $t$, where $M$ is called a quasisymmetric constant for $f$.

Proposition 5. Let $h = f_\mu(z)|_{\mathbb{R}}$ for any $\mu$, then $h$ is a $M$-quasisymmetric homeomorphism of the real axis where $M$ is a constant only depend on $K(f_\mu)$. (see [3] for the proof)

On the other side, the Beurling-Ahlfors extension (see [10] or [3]) provides a formula to construct a quasiconformal mapping $F$ as a representative for any given point $[f]$ in $T$.

Definition 14 (Beurling-Ahlfors extension). Assume $f$ is a quasisymmetric homeomorphism of $\mathbb{R}$. The Beurling-Ahlfors extension $F_\tau(z)$ of $f$ is defined by $F_\tau(z) = u(z) + iv(z)$ with

\[
u(x + iy) = \frac{1}{2} \int_0^1 [h(x + ty) + h(x - ty)]dt
\]
and

\[ v(x + iy) = \frac{r}{2} \int_0^1 [h(x + ty) - h(x - ty)] dt. \] (1.3)

**Theorem 8** (Beurling-Ahlfors Theorem). There exists a quasiconformal mapping of the upper half plane with the boundary correspondence \( x \to f(x) \) if and only if \( f(x) \) is a \( M \)-quasisymmetric map. More precisely, for some constant \( r > 0 \), the maximal complex dilatation of the Beurling-Ahlfors extension \( F \) of \( f \) does not exceed \( M^2 \). On the other hand, every quasiconformal mapping with boundary correspondence \( h \) must have a maximal dilatation \( \geq 1 + A \log M \) where \( A \) is 0.2284.

If \( h(x) = x \), then it is easy to see that \( F_2(z) = z \). Now let us fix \( r = 2 \) for any \( h(x) \), then \( F_2(z) = u + iv \) with

\[ u(x + iy) = \frac{1}{2y} \int_{x-y}^{x+y} h(t) dt \] (1.4)

and

\[ v(x + iy) = \frac{1}{y} \left[ \int_x^{x+y} h(t) dt - \int_{x-y}^x h(t) dt \right]. \] (1.5)

It is clear that \( v(x, y) \geq 0 \) and \( v(x, y) \to 0 \) as \( y \) tends to 0 for \( y \to 0 \). Moreover, \( u(x, 0) = h(x) \). In Ahlfors’ book [3], he showed that if \( r = 1 \) then

\[ K(F_1(z)) < 2M(M + 1). \]

So

\[ K(F_2(z)) = K(f \circ F_1(z)) \leq K(F_1) \cdot K(f) = 4M(M + 1) \]

where \( f(x, y) = x + iy \). This implies \( F_2(z) \) is a quasiconformal map.

From the formulas to construct the Beurling-Ahlfors extension \( F \) for \( f \), one can see that for a point \( z \) near the boundary line \( \mathbb{R} \), \( F(z) \) is determined by the behavior of \( f \) near \( x \), where \( z = x + iy \). Therefore, if \( f \) satisfies certain smooth regularity then \( F \) may satisfy some regularity near the boundary. In chapter 7, I will study symmetric homeomorphisms.
**Definition 15** (symmetric homeomorphism). By a symmetric homeomorphism we mean an orientation-preserving homeomorphism $f$ of $\mathbb{R}$ satisfying

$$
\frac{1}{1 + \varepsilon(t)} \leq \left| \frac{f(x + t) - f(x)}{f(x) - f(x - t)} \right| \leq 1 + \varepsilon(t)
$$

(1.6)

for all real $x$ and $t$, where $\varepsilon(t)$ is a positive bounded function, independent of $x$, and converges to 0 as $t$ converges to 0.

It has been proved that the Beurling-Ahlfors extension and the Douady-Extension of symmetric homeomorphism are asymptotically conformal [22] [30].

**Definition 16** (asymptotically conformal). A quasiconformal map $F$ from the upper half plane $\mathbb{H}$ to itself is said to be asymptotically conformal if for any $\varepsilon > 0$ there exists a compact subset $\Omega$ in $\mathbb{H}$ such that the maximal complex dilatation of $F$ on $\mathbb{H} \setminus \Omega$ is less than $\varepsilon$.

The following proposition in [36] follows from estimating locally the complex dilatation of $F$ in the Beurling-Ahlfors theorem.

**Proposition 6** ([36]). If $f$ is symmetric, then its Beurling-Ahlfors extension $F$ is asymptotically conformal.

### 1.8 Complex structure of Teichmüller space

#### 1.8.1 Schwarzian derivative and Bers embedding

In this section, I will introduce the complex structure of $T(\Delta)$, $T_0(\Delta)$ and $AT(\Delta)$. In Chapter 6 and Chapter 7, I will talk about Kobayashi’s metric on these complex Banach manifolds.

**Definition 17** (Schwarzian derivative). if $f(z)$ is holomorphic in $\Omega \subset \mathbb{C}$. The Schwarzian derivative of $f$ is

$$
S(f) = (f''')' - \frac{1}{2}(f'')^2 = \frac{f''''}{f'} - \frac{3}{2}(\frac{f''}{f'})^2
$$
1.8. Complex structure of Teichmüller space

**Lemma 3.** \( S(f) = 0 \) if and only if \( f(z) = \frac{az+b}{cz+d} \).

**Proof** If

\[
S(f) = (-2) \left( f' \right)^{\frac{1}{2}} \left( (f')^{-\frac{1}{2}} \right)'' \equiv 0,
\]

then \( (f')^{\frac{1}{2}} = 0 \) or \( (f')^{-\frac{1}{2}} )'' = 0 \). Hence \( f \) is a constant map or \( f' = \frac{1}{(az+b)^2} \), which implies \( f(z) \) is a mobius map.

It is easy to show that

\[
S(f \circ g)(z) = S(f(g(z)))g'(z)^2 + S(g)(z).
\]

And from this formula we have:

**Lemma 4.** \( S(f) = S(g) \) if and only if \( S(g \circ f^{-1}) = 0 \) which means \( g = M \circ f \) for Mobius transformation \( M \). If assume \( f \) and \( g \) are normalized, then \( S(f) = S(g) \) iff \( f\|_\mathbb{R} = g\|_\mathbb{R} \) i.e. \( f \sim g \).

Bers realized that the Schwarzian derivative is a holomorphic quadratic differential, then he used the complex structure on the space of holomorphic quadratic differential to define the complex structure on a Teichmüller space [7].

**Lemma 5.** \( S(f^\mu)(z) = \varphi(z) \) is a holomorphic quadratic differential.

**Proof** Since \( g \) is a Mobius map, \( S(f \circ g)(z) = S(f(g(z)))g'(z)^2 + S(g)(z) = S(f(g(z)))g'(z)^2. \)

Let \( B \) be the Banach space of holomorphic quadratic differential with the norm \( \|\varphi\|_B = \sup_{z \in \Omega} \Omega|\varphi(z)|\rho^{-2}(z) \), where \( \rho \) is the infinitesimal form of the Poincare metric for \( H \) or \( \Delta \).

**Definition 18** (Bers embedding). The Bers’ map, \( \Phi : [\mu] \to S(f^\mu|_{H^*}) \) for any \( f^\mu \in [f^\mu] = [\mu] \), maps the Teichmüller space into the Banach space of Schwarzian derivatives with norm \( \|S(f^\mu)\|_B = \sup |S(f^\mu) \cdot \rho^{-2}(z)|. \)
The following two theorems show that the image of the Teichmüller space under the Bers’ map is contained in a ball with radius $3/2$ and it contains a ball with radius $1/2$.

**Theorem 9** (Nehari Theorem). $||S(f^\mu)||_B = \sup |S(f^\mu) \cdot \rho^{-2}(z)| \leq \frac{3}{2}$.

**Proof** (from Zhongli’s old book [65]) Suppose $f$ is holomorphic in $\Delta$. For any $\zeta \in \Delta$, let

$$h(z) = \frac{f(\frac{z+\zeta}{1+\bar{\zeta}z}) - f(\zeta)}{(1 - |\zeta|^2)f'(\zeta)}.$$  

$$= z + \left[ \frac{1}{2}(1 - |\zeta|^2)\frac{f''(\zeta)}{f'(\zeta)} - \bar{\zeta} \right] z^2 + ...$$

It is obvious that $h(0) = 0$ and $h'(0) = 1$.

Let

$$g(z) = \frac{1}{h(z)} + \left[ \frac{1}{2}(1 - |\zeta|^2)\frac{f''(\zeta)}{f'(\zeta)} - \bar{\zeta} \right]$$

$$= z - \frac{1}{6}(1 - |\zeta|^2)^2S_f(\zeta) \frac{1}{z} + ...,$$

then it is a holomorphic function on $\Delta^c$. So

$$\frac{1}{6}(1 - |\zeta|^2)^2|S_f(\zeta)| \leq 1$$

by the Beiberbach Theorem.

The locally inverse map of the Bers embedding is given by the following theorem:

**Theorem 10.** *(Ahlfors-Weill Chart)* If $||\varphi||_B < \frac{1}{2}$, let $\mu(z) = -2y^2\varphi(z)$ for $z$ in $H$ and $\mu(z) = 0$ for $z \in H^*$, then $S(f^\mu) = \varphi$. Here $\mu(z) = -2y^2\varphi(z)$ is called a harmonic Beltrami differential.

Idea of the proof: For two linearly independent solutions of

$$\eta'' = -\frac{1}{2}\varphi\eta$$

normalized by $\eta_1^\ast \eta_2 - \eta_2^\ast \eta_1 = 1$, let us form

$$\hat{f}(z) = \frac{\eta_1(\bar{\zeta}) + (z - \bar{\zeta})\eta_1'(\bar{\zeta})}{\eta_2(\bar{\zeta}) + (z - \bar{\zeta})\eta_2'(\bar{\zeta})}$$
for $z \in H$ and
\[ \hat{f} = \frac{\eta_1(z)}{\eta_2(z)} \]
for $z \in H^*$.

Then $\hat{f}_z/\hat{f}_z = -y^2\varphi(z)$ for $z \in H$ and $\hat{f}_z = 0$ for $z \in H^*$. Since $\hat{f}$ has Beltrami coefficient $||\mu_f||_\infty < 1$, we know $\hat{f}$ is quasiconformal.

(To show that $\hat{f}$ is a homeomorphism from $\mathbb{C}$ onto $\overline{\mathbb{C}}$, please read the book [30].)

**Theorem 11.** [30] The maps $\Phi$ and $\Phi^{-1}$ are continuous in a neighborhood of $[id]$.

Hence the Bers embedding is a homeomorphism in the neighborhood of $[id]$. Composition on the right with a quasiconformal map gives a homeomorphism in the neighborhood of any $[f]$.

Now I am ready to show the complex structure of a Teichmüller space, I will look at the transition map between two charts of Bers embedding, which is a holomorphic map in Banach space.

For the Banach Space, we use the following way to define derivative:

**Definition 19** (Fréchet derivative). Let $E$ and $F$ be Banach spaces over the complex numbers, and $U \subset E$ an open set. A function $f : U \rightarrow F$ has a derivative at a point $x_0 \in U$ if there exists a continuous complex linear mapping $Df(x_0) : E \rightarrow F$ such that
\[
\lim_{h \rightarrow 0} \frac{||f(x_0 + h) - f(x_0) - Df(x_0)(h)||_F}{||h||_E} = 0.
\]
The map $Df(x_0)$ is called the derivative of $f$ at $x_0$.

Let $\beta$ be the map from $T(\Delta)$ with the base point $[id]$ to $T(\Delta)$ with the base point $[\mu]$ induced by the right composition with $w_\mu$ i.e. $\beta([w_\nu]) = [w_\nu \circ w_\mu]$.

**Theorem 12.** ([30]) Let $\varphi \in B$ and let $\hat{\varphi} = j \varphi j(f^\mu)(f^\mu(\zeta')^2$ where $j(z) = \overline{z}$. Let $\hat{\mu} = \rho_\mu^{-2}(\zeta)\overline{\varphi(\zeta)}$, where $\rho_\mu$ is the non-euclidean metric for the domain $\Omega = w^\mu(H)$
and \( f^\mu \circ w^\mu = w_\mu \). Then

\[
\Phi \circ \beta \circ \Phi^{-1} : \varphi \rightarrow S(w^\phi)(w^\mu(z'))^2 + S(w^\mu).
\]

Hence, \( \Phi \circ \beta \circ \Phi^{-1} \) is continuous and holomorphic in a neighborhood of the origin.

Moreover, the intermediate map \( \hat{\mu} \rightarrow S(\hat{\mu}) \) is differentiable. We will follow Lipman Bers’ [7] calculation to find the derivative of \( S(f^\mu) \).

From the Riemann measurable mapping theorem, it is easy to see that

\[
\frac{\partial f^\mu(z)}{\partial t}|_{t=0} = \frac{z(z-1)}{\pi} \int \int \frac{\mu(\zeta)d\xi d\eta}{\zeta(\zeta-1)(\zeta-z)}.
\]

Let \( w = f^\mu \), then

\[
\frac{\partial S(f^\mu)(z)}{\partial t} = \frac{\partial S(w)(z)}{\partial t} = \left( w' \right)^3 w''' - w'(w')^2 w'' - 3w''(w')^2 w' + 6w'w''w' \quad (w')^4.
\]

If \( t = 0 \), then \( w \equiv z \). Hence \( w' = 1, w'' = w''' = 0 \) and

\[
\frac{\partial S(w)(z)}{\partial t} = w''' = \frac{\partial^3}{\partial z^3} \left( \frac{z(z-1)}{\pi} \int \int \frac{\mu(\zeta)d\xi d\eta}{\zeta(\zeta-1)(\zeta-z)} \right).
\]

\[
= \frac{6}{\pi} \int \int \frac{\mu(\zeta)}{(\zeta-z)^4} d\xi d\eta.
\]

This derivative is called Bers’ \( L \)-operator:

\[
L(\mu) = \frac{6}{\pi} \int \int \frac{\mu(\zeta)}{(\zeta-z)^4} d\xi d\eta.
\]

1.8.2 Complex structure of \( T_0(\Delta) \) and \( AT(\Delta) \).

\( T_0 \) is a subspace of \( T \) which is introduced by Gardiner and Sullivan in the paper [36].

Let \( M_0(\Delta) = \{ \mu \mid \mu(z) \rightarrow 0 \text{ as } z \rightarrow S^1 \} \), and \( T_0(\Delta) = \{ [\mu] \mid \text{there exists } \mu(z) \in [\mu] \text{ such that } \mu(z) \rightarrow 0, \text{ as } z \rightarrow S^1 \} \).

And we already know that the Beurling-Ahlfors extension of a symmetric maps is quasiconformal, so the space of symmetric homeomorphisms is equivalent to \( T_0 \).
1.9. Measured foliation

Let \( B_0 \) be the subspace of \( B \) consisting of those \( \varphi \) in \( B \) such that for every \( \varepsilon > 0 \), there is a compact subset \( A \) of \( H^* \) such that \( |y^2 \varphi| < \varepsilon \) for \( z \in H^* - A \).

Theorem 13 (Gardiner and Sullivan [36]). The Bers embedding is well-defined, one to one, complex analytic from \( T_0 \) to \( B_0 \).

Proof. From the Ahlfors-Weill Chart, if \( \varphi \in B_0 \) then the harmonic Beltami differential \( \mu = -y^2 \varphi(z) \to 0 \) as \( z \to R \) is in \( M_0 \).

On the other hand, suppose \( \mu = 0 \) in a neighborhood \( U \) of \( H^* \), then we can find \( S(f) \) in the \( U \). Since \( S(f) \) is bounded on \( \overline{H^*} \), \( \mu = -y^2 S(f) \to 0 \) as \( y \to 0 \). For any \( \mu \in M_0 \), let \( \mu_n = \mu \) on \( D_n = \Delta_{1-1/n} \) and \( \mu_n = 0 \) on \( \Delta - D_n \), then \( ||\mu - \mu_n|| \to 0 \) as \( n \to \infty \). Such \( \mu_n \) are dense in \( M_0 \), and \( B_0 \) is closed in \( B \) (note: if \( \varphi \) is not vanishing then there is a neighborhood of \( \varphi \) not vanishing.) and \( S(f) \) is continuous, then \( S(f) \) maps \( T_0 \) to \( B_0 \).

For general Riemann surface \( R \), the complex structure of a general \( T_0(R) \) space is not easy to obtain as \( T_0(\Delta) \). Please read Gardiner and Lakic’s book [30] for details. The complex structure of \( AT(\Delta) = T(\Delta)/T_0(\Delta) \) is also studied in this book.

Theorem 14. Bers embedding of \( AT \),

\[
S([|f|]) : AT \to \frac{B}{B_0}
\]

is well defined.

I will study the complex structure for \( T(E) \) in Chapter 5, where \( E \) is a closed subset of \( \mathbb{C} \).

1.9 Measured foliation

In this section, I will assume that we are given two measured foliations \(|du|\) and \(|dv|\) on a Riemann surface \( R \) of finite analytic type. For a definition of measured
foliation see [24] or [26]. In our notation measured foliation $|du|$ is made up of a family of $C^1$-real valued functions $u_j$ each associated to an open subset $U_j$ of $R$. If two of these subsets $U_j$ and $U_k$ intersect then on the overlap $U_j \cap U_k$ there is a constant $c_{jk}$ such that

$$u_j = \pm u_k + c_{jk}.$$  

Moreover, the level sets

$$u = \text{constant}$$  

are well defined on the union $U = \bigcup_j U_j$ and determine continuous curves. For smooth curves $\gamma$ contained in $R$ we can form the line integrals

$$\int_{\gamma \cap U} |du|.$$  

It is assumed that the union $U = \bigcup_j U_j$ covers $R$ except for a finite number punctures which can be points where the level curves $u_j = \text{constant}$ have singularities.

In any case the heights of $|du|$ along homotopy classes of closed curves contained in $R$ are defined in the following way. For any particular smooth closed curve $\gamma$ we define

$$ht(\gamma, |du|) = \int_{\gamma} |du|,$$  

and for the free homotopy class $[\gamma]$ of $\gamma$, we define

$$ht([\gamma], |du|) = \inf \{ht(\tilde{\gamma}, |du|)\},$$  

where the infimum is taken over all $\tilde{\gamma}$ in the same free homotopy class as $\gamma$.

We let $S$ denote the set of all essential simple closed curves on $R$. By definition a curve is essential if it is not homotopic to point and not homotopic to a puncture. By the correspondence

$$|du| \mapsto ([\gamma] \mapsto ht([\gamma], |du|))$$  

the measured foliation $|du|$ determines an element of the product space $\mathbb{R}^S_+$. We say two measured foliations are height equivalent if they have the same image under this map.
Theorem 15. Given a measured foliation $|du|$ on $R$ and a complex structure on $R$, there exists a unique holomorphic quadratic differential $\varphi$ such that the foliation given by the horizontal trajectories of $\varphi$ and the measure $\text{Im} \sqrt{\varphi} dz$ is measure equivalent to $|du|$.

In addition to its vector of heights, any measured foliation also has a Dirichlet norm. Because we are assuming the real valued functions $u_j$ have continuous first partial derivatives, and because we are assuming $R$ has a Riemann surface structure $R_\tau$, there is a star operator and so any measured foliation $|du|$ has a well defined Dirichlet integral

$$\text{Dir}(|du|) = \int R_\tau du \wedge *du = \int \int R_\tau (u_x dx + u_y dy) \wedge (-u_y dx + u_x dy)$$

$$= \int \int R_\tau (u_x^2 + u_y^2) dx dy.$$

Definition 20. $M_\tau(|du|)$ is the infimum of Dirichlet integrals $\int R_\tau (\tilde{u}_x^2 + \tilde{u}_y^2) dx dy$ where the infimum is taken over all $|\tilde{du}|$ in the same height equivalence class.

Let $M[v] = \inf \{|\psi|\}$ for all $\psi$ such that $h_\psi[\gamma] \geq h_\nu[\gamma]$, then we can have an equivalent definition of $M_\tau[|du|] = M[|u \circ f^{-1}|]$ where $\mu = f_\tau/f_\nu$ and $\tau = [\mu]$.

It is easy to see that the infimum $M[v]$ is achieved by a unique holomorphic quadratic differential $\varphi$ in the previous theorem. More precisely, $h_\psi[\gamma] \leq h_\nu[\gamma] = h_\varphi[\gamma]$ which implies

$$||\varphi|| \geq ||\psi||$$

by minimal norm property and Theorem 4 in section 1.4.

Lemma 6.

$$K^{-1} M[v] \leq M_\mu[v] \leq K M[v]$$

where $K = (1 + ||\mu||_\infty)/(1 - ||\mu||_\infty)$.

Proof Let $\varphi_\mu$ be the unique holomorphic quadratic differential on $R_\mu$ for which

$$h_\nu[\gamma] = h_{\varphi_\mu}[f(\gamma)].$$
We know that $M_\mu[v] = ||\varphi_\mu||$. Let $\gamma$ be any loop in $R$. Then
\[
\int_{f(\gamma)} |Im \sqrt{\varphi_\mu(w)}dw| = \int_{\gamma} |Im \sqrt{\varphi_\mu(f(z))} f_z (1 + \mu (dz/dz)) dz| \leq (1 + k) l_{\tilde{\varphi}}(\gamma)
\]
where $\tilde{\varphi} = \varphi_\mu(f(z)) f_z^2$ and $l_{\tilde{\varphi}}(\gamma)$ is the $\tilde{\varphi}$ length of $\gamma$.

Since this inequality holds for every path $\gamma$, we see that $h_{\varphi} \leq (1 + k) l_{\tilde{\varphi}}(\gamma)$ for all $\gamma$. Therefore
\[
||\varphi|| \leq (1 + k)^2 \int_R |\varphi_\mu(f(z))|^2 |f_z|^2 dxdy \leq \frac{(1 + k)^2}{(1 - k)^2} ||\varphi_\mu||.
\]

and this yields $M[v] \leq KM_\mu[v]$. The opposite inequality follows by applying the same reasoning to the quasiconformal mapping $f^{-1}$.

Remark. This lemma shows that $M_\mu[v]$ is a continuous function on $T(R)$ since clearly
\[
K^{-1} M_\sigma[v] \leq M_\mu[v] \leq KM_\sigma[v]
\]
where $K$ is the dilatation of the mapping $f^\sigma \circ (f^\mu)^{-1}$.

Moreover, this function is not only continuous but also differentiable.

**Theorem 16.** [26, 27, 32] The Dirichlet norm $M_\tau(|du|)$ of a height equivalence class on a Riemann surface $R_\tau$ of finite analytic type is uniquely realizable by a measured foliation given by the horizontal trajectories and vertical measure of a holomorphic quadratic differential $q$. $M_\tau(|du|)$ is differentiable and its derivative is given by
\[
\log M_{\tau}(|du|) = \log M_{\sigma}(|du|) + \frac{2Re t}{||q||} \int \int \mu q dxdy + o(t).
\]

Idea of the proof: Let $\varphi_\mu$ be the unique holomorphic quadratic differential on $R_\mu$ with the same height as $|du \circ f^{-1}|$ where $f : R \rightarrow R_\mu$ and $\mu = \mu_f$. Form the quadratic differential
\[
\tilde{\varphi} = \varphi_\mu(f(z)) f_z^2 (1 - \mu \frac{\varphi(z)}{\varphi(z)})^2.
\]

By Lemma 2 in Section 4, $\tilde{\varphi}$ is a quadratic differential on $R$. And since $h_{\varphi_\mu}(f(\gamma)) = h_{\varphi}[\gamma]$,
\[
\int \int_R |\varphi| dxdy \leq \int \int_R |\sqrt{\varphi}| \sqrt{\tilde{\varphi}} dxdy.
\]
Upon multiplying the integrand on the right hand side of the previous inequality in the numerator and denominator by \(|f_z|(1 - |\mu|^2)^{1/2}\) and applying Schwarz's inequality (with the term \(\sqrt{\varphi_\mu(f)}|f_z|(1 - |\mu|^2)^{1/2}\) lumped together), we find that
\[
||\varphi|| \leq ||\varphi_\mu||^{1/2}(\int_R |\varphi(z)|\frac{|1 - \mu(\varphi/|\varphi|)|^2}{1 - |\mu|^2}dxdy)^{1/2}
\]
Square both sides and dividing by \(||\varphi||||\varphi_\mu||\), we get
\[
\frac{||\varphi||}{||\varphi_\mu||} \leq 1 - \frac{2}{||\varphi||} \text{Re} \int \int \mu \varphi dxdy + O(||\mu||^2_\infty).
\]
and so
\[
\log ||\varphi_\mu|| \geq ||\varphi|| + 2\text{Re} \frac{1}{||\varphi||} \int \int_R \mu \varphi + O(||\mu||^2_\infty).
\]
For the inverse inequality we can apply a similar argument to the inverse mapping \(f^{-1}\).

In Chapter 8, we will use this formula to find extremal annulus under certain conditions and discuss Gardiner and Masur’s minimal axis. For more details about the Lemmas and Theorems in Section 1.4 and 1.9, please read [27], [30].
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Chapter 2 and 3 are joint works with Fred Gardiner and Yunting Jiang. We study the Chirka’s proof of Slodkowski’s extension theorem of holomorphic motion and tangent vector field of Holomorphic motion.

Definition 21. Suppose $E \subset \overline{C}$ is a subset. A map

$$h(c, z) : \Delta \times E \to \overline{C}$$

is called a holomorphic motion of $E$ parametrized by $\Delta$ and with base point $0$ if

1. $h(0, z) = z$ for all $z \in E$,

2. for every $c \in \Delta$, $z \mapsto h(c, z)$ is injective on $\overline{C}$, and

3. for every $z \in E$, $c \mapsto h(c, z)$ is holomorphic for $c$ in $\Delta$

We think of $h(c, z)$ as moving through injective mappings with the parameter $c$. It starts out at the identity when $c$ is equal to the base point $0$ and moves holomorphically as $c$ varies in $\Delta$.

We always assume $E$ contains at least three points, $p_1, p_2$ and $p_3$. Then since the points $h(c, p_1), h(c, p_2)$ and $h(c, p_3)$ are distinct for each $c \in \Delta$, there is a unique
Möbius transformation $B_c$ that carries these three points to 0, 1, and $\infty$. Since $B_c$ depends holomorphically on $c$, $\tilde{h}(c, z) = h(c, B_c(z))$ is also a holomorphic motion and it fixes the points 0, 1, $\infty$. We shall call it a normalized holomorphic motion.

Holomorphic motions were introduced by Mañé, Sad and Sullivan in their study of the structural stability problem for the complex dynamical systems, [54]. They proved the first result in the topic which is called the $\lambda$-lemma and which says that any holomorphic motion $h(c, z)$ of $E$ parametrized by $\Delta$ and with base point 0 can be extended uniquely to a holomorphic motion of the closure $\overline{E}$ of $E$ parametrized by $\Delta$ and with the same base point. Moreover, $h(c, z)$ is continuous on $(c, z)$ and for any fixed $c$, $z \mapsto h(c, z)$ is quasiconformal on the interior of $\overline{E}$.

Subsequently, holomorphic motions became an important topic with applications to quasiconformal mapping, Teichmüller theory and complex dynamics. After Mañé, Sad and Sullivan proved the $\lambda$-lemma, Sullivan and Thurston [62] proved an important extension result. Namely, they proved that any holomorphic motion of $E$ parametrized by $\Delta$ and with base point 0 can be extended to a holomorphic motion of $\overline{\mathbb{C}}$, but parametrized by a smaller disk, namely, by $\Delta_r$ for some universal number $0 < r < 1$. They showed that $r$ is independent $E$ and independent of the motion. By a different method and published in the same journal with the Sullivan-Thurston paper, Bers and Royden [9] proved that $r \geq 1/3$ for all motions of all closed sets $E$ parameterized by $\Delta$. They also showed that on $\overline{\mathbb{C}}$ the map $z \mapsto h(c, z)$ is quasiconformal with dilatation no larger than $(1 + |c|)/(1 - |c|)$. All of these authors raised the question as to whether $r = 1$ for any holomorphic motion of any subset of $\overline{\mathbb{C}}$ parametrized by $\Delta$ and with base point 0. In [60] Slodkowski gave a positive answer by using results from the theory of polynomial hulls in several complex variables. Other authors [5] [15] have suggested alternative proofs.

In this chapter, we give an expository account of a recent proof of Slodkowski’s theorem presented by Chirka in [12]. (See also Chirka and Rosay [13].) The method involves an application of Schauder’s fixed point theorem [14] to an appropriate operator acting on holomorphic motions of a point and on showing that this operator
is compact. The compactness depends on the smoothing property of the Cauchy kernel acting on vector fields tangent to holomorphic motions. The main theorem of this chapter is the following.

**Theorem 17** (The Holomorphic Motion Theorem). Suppose \( h(c, z) : \Delta \times E \to \overline{\mathbb{C}} \) is a holomorphic motion of a closed subset \( E \) of \( \overline{\mathbb{C}} \) parameterized by the unit disk. Then there is a holomorphic motion \( H(c, z) : \Delta \times \overline{\mathbb{C}} \to \overline{\mathbb{C}} \) which extends \( h(c, z) : \Delta \times E \to \overline{\mathbb{C}} \). Moreover, for any fixed \( c \in \Delta \), \( h(c, \cdot) : \overline{\mathbb{C}} \to \overline{\mathbb{C}} \) is a quasiconformal homeomorphism whose quasiconformal dilatation

\[
K(h(c, \cdot)) \leq \frac{1 + |c|}{1 - |c|}.
\]

The Beltrami coefficient of \( h(c, \cdot) \) given by

\[
\mu(c, z) = \frac{\partial h(c, z)}{\partial \overline{z}} / \frac{\partial h(c, z)}{\partial z}
\]

is a holomorphic function from \( \Delta \) into the unit ball of the Banach space \( \mathcal{L}^\infty(\overline{\mathbb{C}}) \) of all essentially bounded measurable functions on \( \mathbb{C} \).

We will study the modulus of continuity of functions in the image of the Cauchy kernel operator. Then we apply the Schauder fixed point theorem to a non-linear operator given by Chirka in [12].

### 2.1 The \( \mathcal{P} \)-Operator and the Modulus of Continuity

Let \( \mathcal{C} = \mathcal{C}(\mathbb{C}) \) denote the Banach space of complex valued, bounded, continuous functions \( \phi \) on \( \mathbb{C} \) with the supremum norm

\[
||\phi|| = \sup_{c \in \mathbb{C}} |\phi(c)|.
\]

We use \( \mathcal{L}^\infty \) to denote the Banach space of essentially bounded measurable functions \( \phi \) on \( \mathbb{C} \) with \( \mathcal{L}^\infty \)-norm

\[
||\phi||_\infty = \text{ess sup}_{\mathbb{C}} |\phi(\zeta)|.
\]
For the theory of quasiconformal mapping we are more concerned with the action of $\mathcal{P}$ on $L^\infty$. Here the $\mathcal{P}$-operator is defined by

$$\mathcal{P}f(c) = -\frac{1}{\pi} \int \int_{\mathcal{C}} \frac{f(\zeta)}{\xi - c} \, d\xi d\eta, \quad \zeta = \xi + i\eta$$

where $f \in L^\infty$ and has a compact support in $\mathbb{C}$. Then

$$\mathcal{P}f(c) \to 0 \quad \text{as} \quad c \to \infty.$$  

Furthermore, if $f$ is continuous and has compact support, one can show that

$$\frac{\partial(\mathcal{P}f)}{\partial c}(c) = f(c), \quad c \in \mathbb{C},$$

and by using the notion of generalized derivative [3] equation (2.1) is still true Lebesgue almost everywhere if we only know that $f$ has compact support and is in $L^p$, for $p \geq 1$.

We first show the classical result that $\mathcal{P}$ transforms $L^\infty$ functions with compact support in $\mathbb{C}$ to Hölder continuous functions with Hölder exponent $1 - 2/p$ for every $p > 2$. See for example [3]. We also show that $\mathcal{P}$ carries $L^\infty$ functions with compact supports to functions with an $|\varepsilon \log \varepsilon|$ modulus of continuity.

**Lemma 7.** Suppose $p > 2$ and

$$\frac{1}{p} + \frac{1}{q} = 1,$$

so that $1 < q < 2$. Then for any real number $R > 0$, there is a constant $A_R > 0$ such that, for any $f \in L^\infty$ with a compact support contained in $\Delta_R$,

$$||\mathcal{P}f|| \leq A_R ||f||_\infty$$

and

$$|\mathcal{P}f(c) - \mathcal{P}f(c')| \leq A_R ||f||_\infty |c - c'|^{1 - \frac{2}{p}}, \quad \forall c, c' \in \mathbb{C}.$$  

**Proof** The norm

$$||\mathcal{P}f|| = \sup_{c \in \mathbb{C}} \frac{1}{\pi} \int \int_{\mathcal{C}} \frac{f(\zeta)}{\xi - c} \, d\xi d\eta \leq \sup_{c \in \mathbb{C}} \frac{1}{\pi} \int \int_{\Delta_R} \frac{|f(\zeta)|}{|\zeta - c|} \, d\xi d\eta$$

and

$$||\mathcal{P}f|| \leq A_R ||f||_\infty$$
So
\[ ||\mathcal{P}f|| \leq ||f||_\infty \sup_{c \in \mathbb{C}} \frac{1}{\pi} \int_{\Delta} \frac{1}{|\zeta - c|} d\xi d\eta \leq C_1 ||f||_\infty \]
where
\[ C_1 = \frac{1}{\pi} \int \int_{\Delta} \frac{1}{|\zeta|} d\xi d\eta = 2R < \infty. \]

Next
\[ |\mathcal{P}f(c) - \mathcal{P}f(c')| = \frac{1}{\pi} \int \int_{\Delta} |f(\zeta)(\frac{1}{\zeta - c} - \frac{1}{\zeta - c'})| d\xi d\eta \]
\[ \leq \frac{|c - c'|}{\pi} \int \int_{\Delta} \frac{|f(\zeta)|}{|\zeta - c||\zeta - c'|} d\xi d\eta \]
\[ \leq \frac{|c - c'|}{\pi} (\int \int_{\Delta} |f(\zeta)|^p d\xi d\eta)^{\frac{1}{p}} \left( \int \int_{\Delta} \frac{1}{(|\zeta - c||\zeta - c'|)^q} d\xi d\eta \right)^{\frac{1}{q}}. \]
\[ \leq \pi^{\frac{1}{p} - 1} R^\frac{2}{p} |c - c'| ||f||_\infty \left( \int \int_{\Delta} \frac{1}{(|\zeta - c||\zeta - c'|)^q} d\xi d\eta \right)^{\frac{1}{q}} \leq C_2 ||f||_\infty |c - c'|^{\frac{2}{q} - 1}. \]
where
\[ C_2 = \pi^{\frac{1}{p} - 1} R^\frac{2}{p} \left( \int \int_{\Delta} \left( \frac{1}{|\zeta - c||\zeta - c'|} \right)^q d\xi d\eta \right)^{\frac{1}{q}} < \infty, \quad z = x + iy. \]

Hence \( A_R = \max\{C_1, C_2\} \) satisfies the requirements of the lemma.

Next we prove a stronger form of continuity.

**Lemma 8.** Suppose the compact support of \( f \in \mathcal{L}^\infty \) is contained in \( \Delta \). Then \( \mathcal{P}f \) has an \(|\varepsilon \log \varepsilon| \) modulus of continuity. More precisely, there is a constant \( B \) depending on \( R \) such that
\[ |\mathcal{P}f(c) - \mathcal{P}f(c')| \leq ||f||_\infty B|c - c'| \log \frac{1}{|c - c'|}, \quad \forall c, c' \in \Delta, \quad |c - c'| < \frac{1}{2}. \]

**Proof.** Since
\[ |\mathcal{P}f(c) - \mathcal{P}f(c')| = \frac{1}{\pi} \int \int_{\Delta} |f(\zeta)(\frac{1}{\zeta - c} - \frac{1}{\zeta - c'})| d\xi d\eta \]
\[ \leq \frac{1}{\pi} \int \int_{\Delta} |f(\zeta)||\frac{1}{\zeta - c} - \frac{1}{\zeta - c'}| d\xi d\eta \]
\[ \leq \frac{|c - c'| |f|_\infty}{\pi} \int \int_{\Delta} \frac{1}{|\zeta - c||\zeta - c'|} d\xi d\eta, \]
if we put \( \zeta' = \zeta - c = \xi + i\eta' \), then
\[
|\mathcal{P}f(c) - \mathcal{P}f(c')| \leq \frac{|c - c'|^2\|f\|_\infty}{\pi} \int_{\Delta_{1+R}} \frac{1}{|\zeta'|^2|\zeta' - (c' - c)|} d\zeta' d\eta'.
\]
The substitution \( \zeta'' = \zeta'/|c' - c| = \xi'' + i\eta'' \) yields
\[
|\mathcal{P}f(c) - \mathcal{P}f(c')| \leq \frac{|c - c'|^2\|f\|_\infty}{\pi} \int_{\Delta_{1+R}} \frac{1}{|\zeta''|^2|\zeta'' - 1|} d\zeta'' d\eta''.
\]
Since \( |c - c'| < 1/2 \), we have \( (1 + R)/|c' - c| > 2 \). This implies that
\[
|\mathcal{P}f(c) - \mathcal{P}f(c')| \leq \frac{|c - c'|^2\|f\|_\infty}{\pi} \left( \int_{\Delta_{\frac{1}{2}}} \frac{1}{|\zeta''|^2|\zeta'' - 1|} d\zeta'' d\eta'' + \int_{\Delta_{\frac{1+R}{|c' - c|}}} \frac{1}{|\zeta''|^2|\zeta'' - 1|} d\zeta'' d\eta'' \right)
\]
Let
\[
C_3 = \int_{\Delta_{\frac{1}{2}}} \frac{1}{|\zeta''|^2|\zeta'' - 1|} d\zeta'' d\eta''.
\]
Then
\[
|\mathcal{P}f(c) - \mathcal{P}f(c')| \leq \frac{|c - c'||C_3\|f\|_\infty}{\pi} + \frac{|c - c'|^2\|f\|_\infty}{\pi} \int_{\Delta_{\frac{1+R}{|c' - c|}}} \frac{1}{|\zeta''|^2|\zeta'' - 1|} d\zeta'' d\eta''.
\]
If \( |\zeta''| > 2 \) then \( |\zeta'' - 1| > |\zeta''|/2 \), and so
\[
\frac{1}{\pi} \int_{\Delta_{\frac{1+R}{|c' - c|}}} \frac{1}{|\zeta''|^2|\zeta'' - 1|} d\zeta'' d\eta'' \leq \frac{1}{\pi} \int_{\Delta_{\frac{1+R}{|c' - c|}}} \frac{1}{|\zeta''|^2} d\zeta'' d\eta''
\]
\[
\leq \frac{1}{\pi} \int_0^{2\pi} \int_{\Delta_{\frac{1+R}{|c' - c|}}} \frac{2}{r^2} r dr d\theta = 4 \int_{\Delta_{\frac{1+R}{|c' - c|}}} \frac{1}{r} d\theta
\]
\[
= 4 \left( \log \frac{1 + R}{|c' - c|} - \log 2 \right) = 4(\log |c - c'| + \log(1 + R) - \log 2).
\]
Thus,
\[
|\mathcal{P}f(c) - \mathcal{P}f(c')| \leq \frac{|c - c'|C_3\|f\|_\infty}{\pi} + 4|c - c'|\|f\|_\infty(\log |c - c'| + \log(1 + R) - \log 2)
\]
\[
= -|c - c'| \log |c - c'| \left( \frac{4\pi \log(1 + R) + C_3\|f\|_\infty - 4\pi \log 2}{-\pi \log |c - c'|} + 4\|f\|_\infty \right)
\]
\[
\leq B \left( -|c - c'| \log |c - c'| \right)
\]
where
\[
B = \frac{4\pi \log(1 + R) + C_3\|f\|_\infty - 4\pi \log 2}{\pi \log 2} + 4\|f\|_\infty.
\]
2.2. Extensions of holomorphic motions for $0 < r < 1$. 

Now we have the following theorem.

**Theorem 18.** For any $f \in \mathcal{L}^\infty$ with a compact support in $\mathbb{C}$, $\mathcal{P} f$ has an $|\varepsilon \log \varepsilon|$ modulus of continuity. More precisely, for any $R > 0$, there is a constant $C > 0$ depending on $R$ such that

$$|\mathcal{P} f(c) - \mathcal{P} f(c')| \leq C||f||_\infty |c - c'| \log \frac{1}{|c - c'|}, \quad \forall c, c' \in \Delta_R, \ |c - c'| < \frac{1}{2}.$$  

**Proof** Suppose the compact support of $f$ is contained in the disk $\Delta_{R_0}$. Then $g(c) = f(R_0 c)$ has the compact support which is contained in the unit disk $\Delta$.

Since

$$\mathcal{P} g(c) = -\frac{1}{\pi} \int_C \frac{g(\zeta)}{\zeta - c} \, d\xi d\eta = -\frac{1}{\pi} \int_C \frac{f(R_0 \zeta)}{\zeta - c} \, d\xi d\eta = \frac{1}{R_0} \mathcal{P} f(R_0 c).$$

This implies that

$$\mathcal{P} f(c) = R_0 \mathcal{P} g \left( \frac{c}{R_0} \right).$$

Thus

$$|\mathcal{P} f(c) - \mathcal{P} f(c')| = R_0 |\mathcal{P} g \left( \frac{c}{R_0} \right) - \mathcal{P} g \left( \frac{c'}{R_0} \right)|$$

$$\leq R_0 B ||f||_\infty \left( - \left| \frac{c}{R_0} - \frac{c'}{R_0} \right| \log \left| \frac{c}{R_0} - \frac{c'}{R_0} \right| \right)$$

$$= B ||f||_\infty \left( - |c - c'| \log |c - c'| - \log R_0 \right)$$

$$= -|c - c'| \log |c - c'| B ||f||_\infty \left( 1 - \frac{\log R_0}{\log |c - c'|} \right)$$

$$\leq C ||f||_\infty (-|c - c'| \log |c - c'|)$$

where

$$C = B \left( 1 + \frac{\log R_0}{\log 2} \right).$$

2.2 Extensions of holomorphic motions for $0 < r < 1$. 

As an application of the modulus of continuity for the $\mathcal{P}$-operator, we first prove, for any $r$ with $0 < r < 1$, that for any holomorphic motion of a set $E$ parameterized
by $\Delta$, there is an extension to $\Delta_r \times \mathbb{C}$. We take the idea of the proof from the recent papers of Chirka [12] and Chirka and Rosay [13].

**Theorem 19.** Suppose $E$ is a subset of $\mathbb{C}$ consisting of finite number of points. Suppose $h(c, z) : \Delta \times E \to \mathbb{C}$ is a holomorphic motion. Then for every $0 < r < 1$, there is a holomorphic motion $H_r(c, z) : \Delta_r \times \mathbb{C} \to \mathbb{C}$ which extends $h(c, z) : \Delta_r \times E \to \mathbb{C}$.

![Figure 2.1: Holomorphic motion](image)

Without loss of generality, suppose

$$E = \{z_0 = 0, z_1 = 1, z_\infty = \infty, z_2, \ldots, z_n\}$$

is a subset of $n + 2 > 3$ points in the Riemann sphere $\mathbb{C}$. Let $\Delta^c$ be the complement of the unit disk in the Riemann sphere $\mathbb{C}$, $U$ be a neighborhood of $\Delta^c$ in $\mathbb{C}$ and suppose

$$h(c, z) : U \times E \to \mathbb{C}$$
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is a holomorphic motion of $E$ parametrized by $U$ and with base point $\infty$. Define

$$f_i(c) = h(c, z_i) : U \to \mathbb{C}$$

for $i = 0, 1, 2, \ldots, n, \infty$. We assume the motion is normalized so

$$f_0(c) = 0, \quad f_1(c) = 1, \quad \text{and} \quad f_\infty(c) = \infty, \quad \forall \ c \in U.$$ 

Then we have that

a) $f_i(\infty) = z_i, \ i = 2, \ldots, n$;

b) for any $i = 2, \ldots, n$, $f_i(c)$ is holomorphic on $U$;

c) for any fixed $c \in U$, $f_i(c) \neq f_j(c)$ and $f_i(c) \neq 0, 1$, and $\infty$ for $2 \leq i \neq j \leq n$.

Since $\Delta^c$ is compact, $f_i(c)$ is a bounded function on $\Delta^c$ for every $2 \leq i \leq n$ and so there is a constant $C_4 > 0$ such that

$$|f_i(c)| \leq C_4, \quad \forall \ c \in \Delta^c \text{ and all } i \text{ with } 2 \leq i \leq n.$$ 

Moreover, there is a number $\delta > 0$ such that

$$|f_i(c) - f_j(c)| > \delta, \quad \forall \ c \in \Delta^c.$$ 

We extend the functions $f_i(c)$ on $\Delta^c$ to continuous functions on the Riemann sphere $\overline{\mathbb{C}}$ by defining

$$f_i(c) = f_i\left(\frac{1}{c}\right), \quad \forall \ c \in \overline{\Delta}.$$ 

We still have

$$|f_i(c) - f_j(c)| > \delta, \quad \forall \ c \in \Delta^c$$

and

$$|f_i(c)| \leq C_4 \quad \forall \ c \in \Delta^c.$$ 

Since $f_i(c)$ is holomorphic in $\Delta^c$ and $f_i(\infty) = z_i$, the series expansion of $f_i(c)$ at $\infty$ is

$$f_i(c) = z_i + \frac{a_1}{c} + \frac{a_2}{c^2} + \cdots + \frac{a_n}{c^n} + \cdots, \quad \forall \ c \in \Delta^c.$$
This implies that
\[ f_i(c) = f_i \left( \frac{1}{c} \right) = z_i + a_1 \bar{c} + a_2 \bar{c}^2 + \cdots a_n \bar{c}^n + \cdots, \quad \forall \ c \in \Delta. \]

We have that
\[ \frac{\partial f_i}{\partial \bar{c}}(c) = a_1 + 2a_2 \bar{c} + \cdots + na_n \bar{c}^{n-1} + \cdots \]
exists at \( c = 0 \) and is a continuous function on \( \Delta \). Furthermore, \( (\partial f_i/\partial \bar{c})(c) = 0 \) for \( c \in \Delta^c \). Since \( \Delta \) is compact, there is a constant \( C_5 > 0 \) such that
\[ |\frac{\partial f_i}{\partial \bar{c}}(c)| \leq C_5, \quad \forall \ c \in \overline{C}, \quad \forall \ 2 \leq i \leq n. \]

Pick a \( C^\infty \) function \( 0 \leq \lambda(x) \leq 1 \) on \( \mathbb{R}^+ = \{ x \geq 0 \} \) such that \( \lambda(0) = 1 \) and \( \lambda(x) = 0 \) for \( x \geq \delta/2 \). Define
\[
\Phi(c, w) = \sum_{i=2}^{n} \lambda(| w - f_i(c) |) \frac{\partial f_i}{\partial \bar{c}}(c), \quad (c, w) \in \overline{C} \times \mathbb{C}. \tag{2.2}
\]

Figure 2.2: smooth function for Chirka’s operator

**Lemma 9.** The function \( \Phi(c, w) \) has the following properties:

i) only one term in the sum (2.2) defining \( \Phi(c, w) \) can be nonzero,

ii) \( \Phi(c, w) \) is uniformly bounded by \( C_5 \) on \( \overline{C} \times \mathbb{C} \),
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iii) $\Phi(c, w) = 0$ for $(c, w) \in \left( (\overline{\Delta})^c \times \mathbb{C} \right) \cup \left( \overline{\mathbb{C}} \times (\overline{\Delta_R})^c \right)$ where $R = C_4 + \delta/2$,

iv) $\Phi(c, w)$ is a Lipschitz function in $w$-variable with a Lipschitz constant $L$ independent of $c \in \hat{\mathbb{C}}$.

Proof Item i) follows because if a point $w$ is within distance $\delta/2$ of one of the values $f_i(c)$ it must be at distance greater than $\delta/2$ from any of the other values $f_j(c)$. Item ii) follows from item i) because there can be only one term in (2.2) which is nonzero and that term is bounded by the bound on $\frac{\partial f_i(c)}{\partial c}$. Item iii) follows because if $c \in (\overline{\Delta})^c$, then $(\partial f_i/\partial \overline{c})(c) = 0$, and if $w \in (\overline{\Delta_R})^c$, $\Phi(c, w) = 0$. To prove item iv), we note that there is a constant $C_6 > 0$ such that $|\lambda(x) - \lambda(x')| \leq C_6|x - x'|$. Since $|\partial f_i/\partial \overline{c})(c)| \leq C_5$,

$$|\Phi(c, w) - \Phi(c, w')| \leq C_6 C_5 \sum_{i=2}^{n} |w - f_i(c)| - |w' - f_i(c)|. \quad (2.3)$$

Since only one of the terms in the sum (2.2) for $\Phi(c, w)$ is nonzero and possibly a different term is non-zero in the sum for $\Phi(c, w')$, we obtain

$$|\Phi(c, w) - \Phi(c, w')| \leq 2C_6 C_5|w - w'|.$$ 

Thus $L = 2C_5 C_6$ is a Lipschitz constant independent of $c \in \hat{\mathbb{C}}$.

Since $\Phi(c, f(c))$ is an $L^\infty$ function with a compact support in $\overline{\Delta}$ for any $f \in \mathcal{C}$, we can define an operator $Q$ mapping functions in $\mathcal{C}$ to functions in $L^\infty$ with compact support by

$$Qf(c) = \Phi(c, f(c)), \quad f(c) \in \mathcal{C}.$$ 

Since $\Phi(c, w)$ is Lipschitz in the $w$ variable with a Lipschitz constant $L$ independent of $c \in \overline{\mathbb{C}}$, we have

$$|Qf(c) - Qg(c)| = |\Phi(c, f(c)) - \Phi(c, g(c))| \leq L|f(c) - g(c)|.$$ 

Thus

$$||Qf - Qg||_\infty \leq L||f - g||$$

and $Q : \mathcal{C} \rightarrow L^\infty$ is a continuous operator.
From Lemma 7,
\[ \|P f\| \leq A_1 \|f\|_{\infty} \]
for any \( f \in \mathcal{L}^\infty \) whose compact support is contained in \( \Delta \), and so the composition \( K = P \circ Q \), where
\[ Kf(c) = -\frac{1}{\pi} \int \int_{\mathcal{C}} \frac{\Phi(\zeta, f(\zeta))}{\zeta - c} d\xi d\eta, \quad \zeta = \xi + i\eta, \]
is a continuous operator from \( \mathcal{C} \) into itself.

**Lemma 10.** There is a constant \( D > 0 \) such that
\[ \|K f\| \leq D, \quad \forall f \in \mathcal{C}; \]

**Proof** Since \( \Phi(c, w) = 0 \) for \( c \in \Delta^c \) and since \( \Phi(c, w) \) is bounded by \( C_5 \), we have that
\[ |K f(c)| = \left| \frac{1}{\pi} \int \int_{\mathcal{C}} \frac{\Phi(\zeta, f(\zeta))}{\zeta - c} d\xi d\eta \right| = \left| \frac{1}{\pi} \int \int_{\Delta} \frac{\Phi(\zeta, f(\zeta))}{\zeta - c} d\zeta d\eta \right| \]
\[ \leq \frac{1}{\pi} \int \int_{\Delta} \frac{\left| \Phi(\zeta, f(\zeta)) \right|}{|\zeta - c|} d\zeta d\eta \]
\[ \leq \frac{C_5}{\pi} \int \int_{\Delta} \frac{1}{|\zeta - c|} d\zeta d\eta \leq 2C_5 = D \]
where \( \zeta = \xi + i\eta \).

**Lemma 11.** Suppose \( p > 2 \) and \( q \) is the dual number between 1 and 2 satisfying
\[ \frac{1}{p} + \frac{1}{q} = 1. \]
Then for any \( f \in \mathcal{C} \), \( K f \) is \( \alpha \)-Hölder continuous for
\[ 0 < \alpha = \frac{2}{q} - 1 < 1 \]
with a Hölder constant \( H = A_1 C_5 \) independent of \( f \).

**Proof** From Lemma 7,
\[ |K f(c) - K f(c')| = |P(Q f)(c) - P(Q f)(c')| \]
\[ \leq A_1 \|Q f\|_{\infty} |c - c'|^\alpha \leq A_1 C_5 |c - c'|^\alpha = H |c - c'|^\alpha. \]
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Lemma 12. For any $\varepsilon > 0$, there exists an $R > 0$, such that $|Kf(z)| < \varepsilon$ for all $f \in C(\mathbb{C})$ and $z \in \mathbb{C}$ with $|z| \geq R$.

Proof. From lemma 9, the numerator $\Phi(\zeta, f(\zeta))$ in the formula of $Kf(z)$ is bounded, but when $z$ is very large, the denominator of this integral is very large.

The above three lemmas imply that $\mathcal{K} : C \to C$ is a continuous compact operator. Now for any $z \in \mathbb{C}$, let

$$\mathcal{B}_z = \{f \in C \mid \|f\| \leq |z| + D\}.$$ 

It is a bounded convex subset in $C$. The continuous compact operator $z + \mathcal{K}$ maps $\mathcal{B}_z$ into itself. From the Schauder fixed point theorem [14], $z + \mathcal{K}$ has a fixed point in $\mathcal{B}_z$. That is, there is a $f_z \in \mathcal{B}_z$ such that

$$f_z(c) = z + Kf_z(c), \quad \forall c \in \mathbb{C}.$$ 

Since $Qf(c)$ has a compact support in $\Delta$ for any $f \in C$, $Kf_z(c) \to 0$ as $c \to \infty$. So $f_z$ can be extended continuously to $\infty$ such that $f_z(\infty) = z$.

Remark. We know that $|Kf(z)| \to 0$ if $|z| \to \infty$. However, to check compactness of the operator $\mathcal{K}$, we need a kind of uniformity around $z = \infty$, like the existence of $R > 0$ independent of $f \in C(\mathbb{C})$ in the lemma 12.

In fact, from Lemma 10, we know that the family $\{Kf\}_{f \in C(\mathbb{C})}$ is uniformly bounded, and from Lemma 11, it follows that the family is equicontinuous. Therefore, from these lemmas, we merely conclude from the Ascoli-Arzela theorem that the family is relatively compact with respect to the topology of the uniform convergence on any compact sets of $\mathbb{C}$, which is weaker than the topology of $C(\mathbb{C})$. For example, let

$$f_n(z) = \min \{ \max \{1, \frac{|z|}{n}\}, 2e^{-|z|+2n} \}$$

for $z \in \mathbb{C}$. Then, each $f_n$ is 2-Lipschitz and satisfies $\|f_n\| \leq 2$ and $f_n(z) \to 0$ as $|z| \to \infty$ (and hence it is an $\alpha$-Hölder function for all $\alpha \in (0, 1]$ whose Hölder norm depends only on $\alpha$). However, the family $\{f_n\}_{n \in \mathbb{N}}$ is not compact in $C(\mathbb{C})$. 


Lemma 13. The solution \( f_z(c) \) is the unique fixed point of the operator \( z + \mathcal{K} \).

Proof. Suppose \( f_z(c) \) and \( g_z(c) \) are two solutions. Take

\[
\phi(c) = f_z(c) - g_z(c) = \mathcal{K}(f_z)(c) - \mathcal{K}(g_z)(c).
\]

Then \( \phi(c) \to 0 \) as \( c \to \infty \). Now

\[
\frac{\partial \phi}{\partial c}(c) = \frac{\partial f_z}{\partial c}(c) - \frac{\partial g_z}{\partial c}(c) = \Phi(c, f_z(c)) - \Phi(c, g_z(c)).
\]

So by Lemma 9

\[
\frac{\partial \phi}{\partial c}(c) = 0, \quad \forall \ c \in \Delta^c.
\]

Since \( \Phi(c, w) \) is Lipschitz in \( w \)-variable with a Lipschitz constant \( L \),

\[
|\frac{\partial \phi}{\partial c}(c)| = |\Phi(c, f_z(c)) - \Phi(c, g_z(c))| \leq L|f_z(c) - g_z(c)| = L|\phi(c)|.
\]

Assuming that \( \phi(c) \) is not equal to zero, define

\[
\psi(c) = -\frac{\partial \phi}{\partial c}(c),
\]

and otherwise, define \( \psi(c) \) to be equal to zero. Then \( \psi(c) \) is a function in \( \mathcal{L}^\infty \) with a compact support in \( \overline{\Delta} \). So we have \( \mathcal{P}\psi \) in \( \mathcal{C} \) such that

\[
\frac{\partial \mathcal{P}\psi}{\partial c}(c) = \psi(c).
\]

Consider \( e^{\mathcal{P}\psi} \cdot \phi \). Then

\[
\frac{\partial (e^{\mathcal{P}\psi} \cdot \phi)}{\partial c} \equiv 0.
\]

This means that \( e^{\mathcal{P}\psi} \cdot \phi \) is holomorphic on the complex plane \( \mathbb{C} \).

When \( c \to \infty \), \( \mathcal{P}\psi \to 0 \) and \( \phi(c) \to 0 \). This implies that \( e^{\mathcal{P}\psi} \cdot \phi \) is bounded on \( \mathbb{C} \). So \( e^{\mathcal{P}\psi} \cdot \phi \) is a constant function. But \( \phi(\infty) = 0 \), so \( e^{\mathcal{P}\psi} \cdot \phi \equiv 0 \). Thus \( \phi(c) \equiv 0 \) and \( f_z(c) = g_z(c) \) for all \( c \in \mathbb{C} \).

For \( z_i \in E, 2 \leq i \leq n \), consider

\[
\mathcal{K}f_i(c) = -\frac{1}{\pi} \int \int_{\mathbb{C}} \frac{\Phi(\zeta, f_i(\zeta))}{\zeta - c} d\xi d\eta,
\]
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where $\zeta = \xi + i\eta$. From the definition of $\Phi(c, w)$, we have that

$$\Phi(\zeta, f_i(\zeta)) = \frac{\partial f_i}{\partial \zeta}(\zeta).$$

So

$$K f_i(c) = -\frac{1}{\pi} \int \int_{\mathbb{C}} \frac{\partial \Phi(c, w)}{\partial \zeta} \frac{d\zeta d\eta}{\zeta - c}.$$

This implies that

$$\frac{\partial K f_i}{\partial c}(c) = \frac{\partial f_i}{\partial c}(c)$$

and that

$$\frac{\partial (f_i - K f_i)}{\partial c}(c) \equiv 0.$$

So $f_i(c) - K f_i(c)$ is holomorphic on $\mathbb{C}$. When $c \to \infty$, $f_i(c) \to z_i$ and $K f_i(c) \to 0$.

So $f_i(c) - K f_i(c)$ is bounded. Therefore it is a constant function. We get that

$$f_i(c) = z_i + K f_i(c).$$

Thus from Lemma 13, $f_i(c) = f_z(c)$ for all $c \in \overline{\mathbb{C}}$.

By defining $H(c, z) = f_z(c)$ for $(c, z) \in \overline{\Delta} \times \mathbb{C} \setminus \{0, 1\}$ and $H(c, 0) = 0$ and $H(c, 1) = 1$ and $H(c, \infty) = \infty$, we get a map

$$H(c, z) = f_z(c) : \overline{\Delta} \times \mathbb{C} \to \mathbb{C},$$

which is an extension of

$$h(c, z) : \overline{\Delta} \times \mathbb{C} \to \mathbb{C}.$$

**Lemma 14.** The map

$$H(c, z) = f_z(c) : \overline{\Delta} \times \mathbb{C} \to \mathbb{C},$$

is a holomorphic motion.

**Proof** First $H(\infty, z) = f_z(\infty) = z$ for all $z \in \overline{\mathbb{C}}$. From the fixed point equation

$$H(c, z) = z + KH(c, z),$$
\[
\frac{\partial H(c, z)}{\partial \bar{c}} = \Phi(c, H(c, z)).
\]
Since \( \Phi(c, w) = 0 \) for all \( c \in \overline{\Delta} \),
\[
\frac{\partial H(c, z)}{\partial \bar{c}} = 0, \quad \forall c \in \overline{\Delta}^c.
\]
Thus, for any fixed \( z \in \overline{\mathbb{C}}, \) \( H(c, z) : \overline{\Delta}^c \to \overline{\mathbb{C}} \) is holomorphic.

For any two \( z \neq z' \in \overline{\mathbb{C}}, \) we claim that \( H(c, z) \neq H(c, z') \) for all \( c \in \mathbb{C} \). This implies that for any fixed \( c \in \overline{\Delta}^c, \) \( H(c, z) \) is an injective map on \( z \in \overline{\mathbb{C}} \) and that \( H(c, z) \) is a holomorphic motion. To prove the claim take any two \( z, z' \in \overline{\mathbb{C}} \). Assume there is a point \( c_0 \in \overline{\mathbb{C}} \) such that \( H(c_0, z) = H(c_0, z') \). If \( c_0 = \infty \), then \( z = z' \), because by assumption the holomorphic motion starts out at the identity. If \( c_0 \neq \infty \), then
\[
f_z(c_0) - f_{z'}(c_0) = (z - z') + \mathcal{K} f_z(c_0) - \mathcal{K} f_{z'}(c_0),
\]
and we can repeat the same argument we have given in Lemma 13.

Let \( \phi(c) = f_z(c) - f_{z'}(c) \). Then \( \phi(c_0) = 0 \). However,
\[
\frac{\partial \phi}{\partial \bar{c}}(c) = \frac{\partial f_z}{\partial \bar{c}}(c) - \frac{\partial f_{z'}}{\partial \bar{c}}(c) = \Phi(c, f_z(c)) - \Phi(c, f_{z'}(c)).
\]
This implies that
\[
\frac{\partial \phi}{\partial \bar{c}}(c) = 0
\]
for \( c \in \overline{\Delta}^c \). Since \( \Phi(c, w) \) is Lipschitz in \( w \)-variable with a Lipschitz constant \( L \),
\[
|\frac{\partial \phi}{\partial \bar{c}}(c)| = |\Phi(x, f_z(c)) - \Phi(c, f_{z'}(c))| \leq L |f_z(c) - f_{z'}(c)| = L |\phi(c)|.
\]
If \( \phi(c) \neq 0 \), define
\[
\psi(c) = -\frac{\partial \phi}{\phi(c)}(c),
\]
otherwise, define \( \psi(c) = 0 \). Then
\[
\frac{\partial e^{P \psi} \cdot \phi}{\partial \bar{c}}(c) \equiv 0.
\]
So \( e^{P \psi} \cdot \phi \) is holomorphic on \( \mathbb{C} \). When \( c \to \infty, \) \( P \psi(c) \to 0 \) and \( \phi(c) \to z - z' \). So \( e^{P \psi(c)} \cdot \phi(c) \) is bounded on \( \mathbb{C} \). This implies that \( e^{P \psi(c)} \cdot \phi(c) \) is a constant function.
Since \( \phi(c_0) = 0, \) \( e^{P \psi(c)} \cdot \phi(c) \equiv 0 \). So \( z = z' \).
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Proof [Proof of Theorem 19] Suppose

\[ h(c, z) : \Delta \times E \to \mathcal{C} \]

is a holomorphic motion. For every \( 0 < r < 1 \), consider \( \alpha_r(c) = r/c \). Let \( U_r = \alpha_r(\Delta_r) \supset \mathcal{C} \). Then

\[ h_r(\alpha_r^{-1}(c), z) : U_r \times E \to \mathcal{C} \]

is a holomorphic motion. From Lemmas 13 and 14, it can be extended to a holomorphic motion

\[ \tilde{H}_r(c, z) : \mathcal{C} \times \mathcal{C} \to \mathcal{C}. \]

Then

\[ H_r(c, z) = \tilde{H}(\alpha_r(c), z) : \Delta_r \times \mathcal{C} \to \mathcal{C} \]

is a holomorphic motion which is an extension of \( h(c, z) \) on \( \Delta_r \times E \).

2.3 Controlling quasiconformal dilatation

To control the quasiconformal dilatation of a holomorphic motion there are two methods available. One is given by the Bers-Royden paper [9] and the other is obtained by combining methods given in the Bers-Royden paper and in the Sullivan-Thurston paper [62]. We discuss the latter method first.

Consider a set of four points \( S = \{ z_1, z_2, z_3, z_4 \} \) in \( \mathcal{C} \). These points are distinct if an only if the cross ratio

\[ Cr(S) = \frac{z_1 - z_3}{z_1 - z_4} : \frac{z_2 - z_3}{z_2 - z_4} = \frac{z_1 - z_3}{z_1 - z_4} : \frac{z_2 - z_3}{z_2 - z_4} \]

is not equal to 0, 1, or \( \infty \). If one of these points is equal to \( \infty \), say \( z_4 \), then this cross ratio becomes a ratio

\[ Cr(S) = \frac{z_1 - z_3}{z_2 - z_3}. \]

Suppose \( H : \mathcal{C} \mapsto \mathcal{C} \) is an orientation-preserving homeomorphism such that \( H(\infty) = \infty \). Then one of the definitions of quasiconformality [51] of \( H \) is that

\[ \lim_{r \to 0} \sup_{a \in \mathcal{C}} \frac{\sup_{|z-a|=r} |H(z) - H(a)|}{\inf_{|z-a|=r} |H(z) - H(a)|} < \infty. \]
In [62] Sullivan and Thurston used this definition to prove the following theorem.

**Theorem 20.** Suppose $H(c, z) : \Delta \times \mathbb{C} \to \mathbb{C}$ is a normalized holomorphic motion of $\mathbb{C}$ parametrized by $\Delta$ and with base point 0. Then for each $c_0 \in \Delta$, the map $h(c_0, \cdot) : \mathbb{C} \to \mathbb{C}$ is quasiconformal.

**Proof.** Let $a \in \mathbb{C}$ be any point. Let $z_3 = a$. Let $z_1$ and $z_2$ be two distinct points in $\mathbb{C}$ not equal to $a$ and $z_4 = \infty$. Then the cross ratio $Cr(S) = (z_1 - z_3)/(z_2 - z_3)$.

Now consider $z_1(c) = H(c, z_1)$, $z_2(c) = H(c, z_2)$, $z_3(c) = H(c, z_3)$, and $z_4(c) = H(c, z_4) = \infty$ and $S(c) = \{z_1(c), z_2(c), z_3(c)\}$. The cross ratio

$$Cr(S(c)) = \frac{z_1(c) - z_3(c)}{z_2(c) - z_3(c)}$$

Since $H(c, z)$ is a holomorphic motion, $Cr(S(c)) : \Delta \to \mathbb{C} \setminus \{0, 1\}$ is a holomorphic function. Then it decreases the hyperbolic distances from $\rho_\Delta$ to $\rho_{0,1}$. So

$$\rho_{0,1}(Cr(S(c_0)), Cr(S)) \leq \rho_\Delta(0, c_0) = \log \frac{1 + |c_0|}{1 - |c_0|}.$$ 

This implies that there is a constant $K = K(c_0) > 0$ such that for any $|Cr(S)| = 1$,

$$|Cr(S(c_0))| \leq K.$$

So we have that

$$\limsup_{r \to 0} \sup_{a \in \mathbb{C}} \sup_{|z - a| = r} \left| H(c_0, z) - H(c_0, a) \right| < \infty,$$

that is, $H(c_0, z)$ is quasiconformal.

Suppose $\mathcal{L}^\infty(W)$ is the Banach space of all essentially bounded measurable functions on $W$ equipped with $\| \cdot \|_\infty$-norm. Bers and Royden [9] proved the following theorem.

**Theorem 21.** Suppose $h(c, z) : \Delta \times E \to \hat{\mathbb{C}}$ is a holomorphic motion of $E$ parametrized by $\Delta$ and with base point 0 and $E$ has nonempty interior $W$, then the Beltrami coefficient of $h(c, \cdot)|_W$ given by

$$\mu(c, z) = \frac{\partial h(c, z)|_W}{\partial \bar{z}} / \frac{\partial h(c, z)|_W}{\partial z}.$$
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is a holomorphic function mapping $c \in \Delta$ into the unit ball of the Banach space $L^\infty(W)$.

Proof Since the dual of the Banach space $L^1(W)$ of integrable functions on $W$ is $L^\infty(W)$, to prove $\mu(c, \cdot)$ is a holomorphic map, it suffices to show that the function

$$c \mapsto \Psi(c) = \int \int_W \alpha(z) \mu_c(z) dxdy$$

is holomorphic in $\Delta$ for every $\alpha(z) \in L^1(W)$. Furthermore, it suffices to check this for every $\alpha(z) \in L^1(W)$ with a compact support in $W$.

Suppose $\alpha(z) \in L^1(W)$ has a compact support $\text{supp}(\alpha)$ in $W$. There is an $\varepsilon > 0$ such that the $\varepsilon$-neighborhood $U_\varepsilon(\text{supp}(\alpha)) \subset W$. From Theorem 20, $h(c, \cdot)$ is quasiconformal, it is differentiable, a.e. in $W$. Thus

$$\Psi(c) = \int \int_{\text{supp}(\alpha)} \alpha(z) \frac{h_x(c, z) + ih_y(c, z)}{h_x(c, z) - ih_y(c, z)} dxdy$$

$$\Psi(c) = \int \int_{\text{supp}(\alpha)} \alpha(z) \frac{1 + i \frac{h_y(c, z)}{h_x(c, z)}}{1 - i \frac{h_y(c, z)}{h_x(c, z)}} dxdy$$

$$\Psi(c) = \int \int_{\text{supp}(\alpha)} \alpha(z) \lim_{\lambda \to 0} \frac{1 + i \sigma_c(z, \lambda)}{1 - i \sigma_c(z, \lambda)} dxdy$$

where

$$\sigma_c(z, \lambda) = \frac{h(c, z + i\lambda) - h(c, z)}{h(c, z) - h(c, z)}.$$ 

For any fixed $z \neq 0, 1, \infty$ and $\lambda$ small,

$$\varrho(c) = \sigma_c(z) : \Delta \mapsto \mathbb{C} \setminus \{0, 1, \infty\}$$

is a holomorphic function of $c \in \Delta$. So it decreases the hyperbolic distances on $\Delta$ and on $\mathbb{C} \setminus \{0, 1, \infty\}$. Since $\varrho(0) = i$, there is a number $0 < r < 1$ such that for

$$|\sigma_c(z, \lambda) - i| \leq \frac{1}{2}, \quad |c| < r.$$

Therefore

$$\left| \frac{1 + i \sigma_c(z, \lambda)}{1 - i \sigma_c(z, \lambda)} \right| = \left| \frac{-i + \sigma_c(z, \lambda)}{i + \sigma_c(z, \lambda)} \right| \leq \frac{1}{\frac{1}{2}} = \frac{1}{3}.$$
By the Dominated Convergence Theorem, for $|c| < r$, the sequence of holomorphic functions 

$$ \Psi_n(c) = \int \int_{\text{supp}(\alpha)} \alpha(z) \frac{1 + i\sigma_c(z, \frac{1}{n})}{1 - i\sigma_c(z, \frac{1}{n})} dx dy $$

converges uniformly to $\Psi(c)$ as $n \to \infty$. Thus $\Psi(c)$ is holomorphic for $|c| < r$ and this implies that 

$$ \mu(c, \cdot) : \{ c \mid |c| < r \} \to \mathcal{L}^\infty(W) $$

is holomorphic.

Now consider arbitrary $c_0 \in \Delta$. Let $s = 1 - |c_0|$ and let 

$$ E_0 = h(c_0, E) \quad \text{and} \quad W_0 = h(c_0, W) $$

and 

$$ g(\tau, \zeta) = h(c_0 + s\tau, z), \quad \zeta = h(c_0, z). $$

Then $W_0$ is the interior of $E_0$ since $h(c, z)$ is a quasiconformal homeomorphism. Also 

$$ g : \Delta \times E_0 \to \overline{C} $$

is a holomorphic motion. So the Beltrami coefficient of $g$ is a holomorphic function on $\{ \tau \mid |\tau| < r \}$. Hence the Beltrami coefficient of $h$ is a holomorphic function on $\{ c \mid |c - c_0| < sr \}$. This concludes the proof.

**Theorem 22.** Suppose $h(c, z) : \Delta \times E \to \overline{C}$ is a holomorphic motion of $E$ parametrized by $\Delta$ and with base point 0 and suppose $E$ has a nonempty interior $W$. Then for each $c \in \Delta$, the map $h(c, z)|_W$ is a $K$-quasiconformal homeomorphism of $W$ into $\overline{C}$ with 

$$ K \leq \frac{1 + |c|}{1 - |c|}. $$

**Proof** Since $\mu(c, \cdot) : \Delta \to \mathcal{L}^\infty(W)$ is a holomorphic map and since $\mu(0, \cdot) = 0$. From the Schwarz’s lemma, $||\mu||_\infty \leq |c|$. This implies that the quasiconformal dilatation of $h(c, \cdot)$ is less than or equation to $K = \frac{1 + |c|}{1 - |c|}$. 
2.4 Extension of holomorphic motions for $r = 1$.

**Theorem 23** (Slodkowski’s Theorem). Suppose $h(c, z) : \Delta \times E \to \mathbb{C}$ is a holomorphic motion. Then there is a holomorphic motion $H(c, z) : \Delta \times \mathbb{C} \to \mathbb{C}$ which extends $h(c, z) : \Delta \times E \to \mathbb{C}$.

**Proof** Suppose $E$ is a subset of $\mathbb{C}$. Suppose $h(c, z) : \Delta \times E \to \mathbb{C}$ is a holomorphic motion. Let $E_1, E_2..., be a sequence of nested subsets consisting of finite number of points in $E$. Suppose 

$$\{0, 1, \infty\} \subset E_1 \subset E_2 \subset \cdots \subset E$$

and suppose $\bigcup_{i=1}^{\infty} E_i$ is dense in $E$. Then $h(c, z) : \Delta \times E_i \to \mathbb{C}$ is a holomorphic motion for every $i = 1, 2, \ldots$.

From Theorem 19, for any $0 < r < 1$ and $i \geq 1$, there is a holomorphic motion $H_i(c, z) : \Delta_r \times \mathbb{C} \to \mathbb{C}$ such that $H_i|_{\Delta_r \times E_i} = h|_{\Delta_r \times E_i}$. From Theorem 22, $z \mapsto H_i(c, z)$ is $(1 + |c|/r)/(1 - |c|/r)$-quasiconformal and fixes $0, 1, \infty$ for all $i > 0$. So for any $|c| \leq r$, the functions $z \mapsto H_i(c, z)$ form a normal family and there is a subsequence $H_{i_k}(c, \cdot)$ converging uniformly (in the spherical metric) to a $(1 + |c|/r)/(1 - |c|/r)$-quasiconformal homeomorphism $H_r(c, \cdot) : \mathbb{C} \to \mathbb{C}$ such that $H_r(c, z) = h(c, z)$ for $z \in \bigcup(E_{i_k})$.

Let $\zeta$ be a point in $E$. Replacing $E_i$ by $E_i \cup \{\zeta\}$ and repeating the previous construction we obtain a $(1 + |c|/r)/(1 - |c|/r)$-quasiconformal homeomorphism $\bar{H}_r$ which coincides with $h(c, z)$ on $\bigcup(E_{i_k}) \cup \{\zeta\}$. But $z \mapsto H_r(c, z)$ and $z \mapsto \bar{H}_r(c, z)$ are continuous everywhere and coincide on $\bigcup(E_{i_k})$, hence on $E$. So $H_r(c, \zeta) = \bar{H}_r(c, \zeta) = h(c, \zeta)$ for any $\zeta \in E$.

Now for any $z \neq 0, 1, \infty$, since $H_i(c, z) : \Delta \to \mathbb{C}$ are holomorphic and omit three points $0, 1, \infty$. So the functions $c \mapsto H_i(c, z)$ form a normal family. Any convergent subsequence $H_{i_k}(c, z)$ still has a holomorphic limit $H_r(c, z)$, thus $H_r(c, z) : \Delta_r \times \mathbb{C} \to \mathbb{C}$ is a holomorphic motion which extends $h(c, z)$ on $\Delta_r \times \mathbb{C}$.

Now we are ready to take the limit as $r \to 1$. For each $0 < r < 1$, let $H_r(c, z):
\( \Delta_r \times \mathbb{C} \to \mathbb{C} \) be a holomorphic motion such that \( H_r = h \) on \( \Delta_r \times E \). From Theorem 22, \( H_r(c, \cdot) \) is \((1 + |c|/r)/(1 - |c|/r)\)-quasiconformal for every \( c \) with \( |c| \leq r \).

Take a sequence \( Z = \{ z_i \}_{i=1}^{\infty} \) of points in \( \mathbb{C} \) such that \( Z = \mathbb{C} \), and assume 0, 1, and \( \infty \) are not elements of \( Z \). For each \( i = 1, 2, \cdots, H_r(c, z_i) : \Delta_r \to \mathbb{C} \) is holomorphic and omits 0, 1, \( \infty \). Thus \( \{ H_r(c, z_i), c \in \Delta_r \}_{0 < r < 1} \) forms a normal family. We have a subsequence \( r_n \to 1 \) such that \( H_{r_n}(c, z_i) \) tends to a holomorphic function \( \tilde{H}(c, z_i) \) defined on \( \Delta \) uniformly on the spherical metric for all \( i = 1, 2, \cdots \). For a fixed \( c \in \Delta \), \( H_{r_n}(c, \cdot) \) are \((1 + |c|/r_n)/(1 - |c|/r_n)\)-quasiconformal for all \( r_n > |c| \).

So \( \{ H_{r_n}(c, \cdot) \}_{r_n > |c|} \) is a normal family. Since \( H_{r_n}(c, \cdot) \) fixes 0, 1, \( \infty \), there is a subsequence of \( \{ H_{r_n}(c, \cdot) \} \), which we still denote by \( \{ H_{r_n}(c, \cdot) \} \), that converges uniformly in the spherical metric to a \((1 + |c|)/(1 - |c|)\)-quasiconformal homeomorphism \( H(c, \cdot) \).

Since \( \tilde{H}(c, z_i) = H(c, z_i) \) for all \( i = 1, 2, \cdots \), this implies that for any fixed \( c \in \Delta \), \( H(c, z_i) \neq H(c, z_j) \) for \( i \neq j \). Thus \( H(c, z) : \Delta \times Z \to \mathbb{C} \) is a holomorphic motion.

For any \( 0 < r < 1 \), \( H(c, z) \) is \((1 + r)/(1 - r)\)-quasiconformal for all \( c \) with \( |c| \leq r \), it is \( \alpha \)-Hölder continuous, that is,

\[
d(H(c, z), H(c, z')) \leq A d(z, z')^\alpha \quad \text{for all } z, z' \in \mathbb{C} \quad \text{and for all } |c| \leq r,\]

where \( d(\cdot, \cdot) \) is the spherical distance and where \( A \) and \( 0 < \alpha < 1 \) depend only on \( r \).

For any \( z \in Z \) such that its spherical distances to 0, 1, \( \infty \) are greater than \( \varepsilon > 0 \), the map \( H(c, z) \) is a holomorphic map on \( \Delta \), which omits the values 0, 1, and \( \infty \). So \( H(c, z) \) decreases the hyperbolic distance \( \rho_\Delta \) on \( \Delta \) and the hyperbolic distance \( \rho_{0,1} \) on \( \mathbb{C} \\setminus \{0, 1, \infty\} \). So we have a constant \( B > 0 \) depending only on \( r \) and \( \varepsilon \) such that

\[
d(H(c, z), H(c', z)) \leq B |c - c'|\]

for all \( |c|, |c'| \leq r \) and all \( z \in Z \) such that spherical distances between them and 0, 1, and \( \infty \) are greater than \( \varepsilon > 0 \). Thus we get that

\[
d(H(c, z), h(c', z')) \leq A \delta(z, z')^\alpha + B |c - c'|.\]

for \( |c|, |c'| \leq r \) and \( z, z' \in Z \) such that their spherical distances from 0, 1, and \( \infty \) are greater than \( \varepsilon > 0 \). This implies that \( H(c, z) \) is uniformly equicontinuous on \( |c| \leq r \)
and \( \{ z \in Z \mid d(z, \{0, 1, \infty\}) \geq \varepsilon \} \). Therefore, its continuous extension \( H(c, z) \) is holomorphic in \( c \) with \(|c| \leq r\) for any \( \{ z \in \mathbb{C} \mid d(z, \{0, 1, \infty\}) \geq \varepsilon \} \). Letting \( r \to 1 \) and \( \varepsilon \to 0 \), we get that \( H(c, z) \) is holomorphic in \( c \in \Delta \) for any \( z \in \overline{\mathbb{C}} \). Thus \( H(c, z) : \Delta \times \overline{\mathbb{C}} \to \overline{\mathbb{C}} \) is a holomorphic motion such that \( H(c, z)|\Delta \times E = h(c, z) \).

We completed the proof.
The $|\varepsilon \log \varepsilon|$ continuity of a holomorphic motion
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#### 3.1 Agard’s formula for $\rho_{0,1}$ and its lower bound

As an application of the extension theorem of a holomorphic motion, I will prove the Agard’s formula for the Poincare metric $\rho_{0,1}$ on the three punctured Riemann sphere $\overline{\mathbb{C}} - \{0, 1, \infty\}$.

**Theorem 24** (Agard [1]).

$$ (\rho_{0,1}(z_0))^{-1} = \frac{1}{2\pi} \int_{\mathbb{C}} \int_{\mathbb{C}} \left| \frac{z_0(z_0 - 1)}{\zeta(\zeta - 1)(\zeta - z_0)} \right| d\zeta d\eta. $$

**Proof** Suppose $g(t)$ is a holomorphic map from $\Delta \to \overline{\mathbb{C}} - \{0, 1, \infty\}$ and $g(0) = z_0$.

Let $h(t, z_0) = g(t)$, $h(t, 0) = 0$, $h(t, 1) = 1$ and $h(t, \infty) = \infty$, then it is a holomorphic motion of four points $0, 1, \infty$ and $z_0$.

By the Slodkowski’s extension theorem, $h(t, z)$ can be extended to a holomorphic motion $H(t, z) : \Delta \times \mathbb{C} \to \mathbb{C}$. Let

$$ \mu_t(z) = \frac{H_z}{H_z^*}, $$
then it is a holomorphic function of $t$ from $\Delta$ to the unit ball $M$ in the space $L^\infty$.

From Schwarz’s lemma, if $\mu = t\nu + o(t)$, then $||\nu||_{\infty} \leq 1$.

Hence

$$g'(0) = \frac{1}{2\pi} \int \int \frac{z_0(z_0 - 1) \times \nu}{\zeta(\zeta - 1)(\zeta - z_0)} d\xi d\eta \leq \frac{1}{2\pi} \int \int \left| \frac{z_0(z_0 - 1)}{\zeta(\zeta - 1)(\zeta - z_0)} \right| d\xi d\eta.$$

Let $\varphi(\zeta) = \frac{z_0(z_0 - 1)}{\zeta(\zeta - 1)(\zeta - z_0)}$ and $\mu = |\varphi|/\varphi$. Then the derivative of $f^{1/\mu}$ at $t = 0$ equals to the right hand side of the previous inequality which is the maximum of $g'(0)$.

So

$$\rho_{0,1}^{-1}(z_0) = \frac{1}{2\pi} \int \int \left| \frac{z_0(z_0 - 1)}{\zeta(\zeta - 1)(\zeta - z_0)} \right| d\xi d\eta.$$

The following lemma, a form of which appeared in [65, Zhongli], is sufficient for the proof of the main theorem 25 of this chapter, $|\varepsilon \log \varepsilon|$ continuity of the tangent vector of a holomorphic motion.

**Lemma 15.** If $0 < |z| < 1$, then

$$\rho_{0,1}(z) \geq \frac{1}{|z|(|\log r + \log \frac{1}{|z|})},$$

where $r$ is chosen so that

$$\log r > \max \left\{ \frac{1}{\pi} \int \int \frac{d\xi d\eta}{|\zeta(\zeta - 1)(\zeta - 1)|}, 4 + \log 4 \right\}.$$

*(Note that numerical calculation suggests that $4 + \log 4$ is the larger of these two numbers.)*

**Proof** From Agard’s formula [1] (note that $\rho_{0,1}$ has the curvature $-1$),

$$\rho_{0,1}(z) = \left( \frac{1}{2\pi} \int \int \frac{z(z - 1)}{\zeta(\zeta - 1)(\zeta - z)} d\xi d\eta \right)^{-1}.$$

Since the smallest value of $\rho_{0,1}(z)$ on the circle $|z| = 1$ occurs at $z = -1$, we see that

$$\frac{1}{\log r} \leq \min_{|z|=1} \rho_{0,1}(z) = \left( \frac{1}{\pi} \int \int \frac{1}{|\zeta(\zeta - 1)(\zeta + 1)|} d\xi d\eta \right)^{-1}.$$
3.1. Agard's formula for $\rho_{0,1}$ and its lower bound

The infinitesimal form of the Poincaré metric $\rho_r = \rho_{\Delta^*}$ with curvature constantly equal to $-1$ for the punctured disk $\Delta^* = \{ z \in \mathbb{C} \mid 0 < |z| < r \}$ is

$$\rho_r(z) = \frac{1}{|z| \left[ \log r + \log \frac{1}{|z|} \right]}.$$

(3.1)

Note that $\rho_r(z)$ takes the constant value $\frac{1}{\log r}$ along $|z| = 1$. Then

$$\rho(z) \leq \rho_{0,1}(z) \text{ for all } z \text{ with } |z| = 1. \tag{3.2}$$

Our next objective is to show that the same inequality

$$\rho(z) \leq \rho_{0,1}(z) \tag{3.3}$$

holds for all $z$ with $|z| < \delta$ when $\delta$ is sufficiently small. In [2] Ahlfors shows that

$$\rho_{0,1}(z) \geq \frac{|\zeta'(z)|}{|\zeta(z)|} \frac{1}{4 + \log \frac{1}{|z|}} \tag{3.4}$$

for $|z| \leq 1$ and $|z| \leq |z - 1|$, where $\zeta$ maps the complement of $[1, +\infty]$ conformally onto the unit disk, origins corresponding to each other and symmetry with respect to the real axis being preserved. $\zeta$ satisfies

$$\frac{\zeta'(z)}{\zeta(z)} = \frac{1}{z \sqrt{1 - z}},$$

(3.5)

$$\zeta(z) = \frac{\sqrt{1 - z} - 1}{\sqrt{1 - z} + 1} = \frac{z}{(\sqrt{1 - z} + 1)^2} \tag{3.6}$$

with $\text{Re} \sqrt{1 - z} > 0$, and

$$|\zeta(z)| \to \frac{|z|}{4} \tag{3.7}$$

as $z \to 0$.

We now show that there is $\delta > 0$ such that if $|z| < \delta$, then

$$\frac{|\zeta'|}{|\zeta|} \frac{1}{4 + \log \frac{1}{|\zeta|}} \geq \frac{1}{|z| \left[ \log r + \frac{1}{|z|} \right]},$$

From (3.5) this is equivalent to showing that

$$|\sqrt{1 - z}|(4 + \log \frac{1}{|\zeta|}) \leq \log r + \log \frac{1}{|z|},$$
which is equivalent to
\[ |\sqrt{1 - z}|(4 + \log 4) \leq \log r + \left\{ \left( \log \frac{1}{|z|} \right) \left( 1 - |\sqrt{1 - z}| \right) \left( \frac{\log \frac{1}{|z|} - \log 4}{\log \frac{1}{|z|}} \right) \right\}. \] (3.8)

From (3.7)
\[ \left( \frac{\log \frac{1}{|z|} - \log 4}{\log \frac{1}{|z|}} \right) \]
approaches 1 as \( z \to 0 \) and the expression in the curly brackets on the right hand side of (3.8) approaches zero. Thus, in order to prove (3.3), it suffices to observe that
\[ 4 + \log 4 < \log r, \]
which is part of what we assumed.

We have so far established that \( \rho_{0,1}(z) \geq \rho_R(z) \) on the unit circle and on any circle \( |z| = \delta \) for sufficiently small \( \delta \). To complete the proof of the lemma we observe that since both metrics \( \rho_{0,1}(z) \) and \( \rho_r(z) \) have constant curvatures equal to \(-1\), if we denote the Laplacian by
\[ \Delta = \left( \frac{\partial}{\partial x} \right)^2 + \left( \frac{\partial}{\partial y} \right)^2, \]
then
\[ -\rho_{0,1}^{-2} \Delta \log \rho_{0,1} = -1 \quad \text{and} \quad -\rho_r^{-2} \Delta \log \rho_r = -1. \]

Therefore,
\[ \Delta (\log \rho_{0,1} - \log \rho_r) = \rho_{0,1}^2 - \rho_r^2 \] (3.9)
throughout the annulus \( \{ z : \delta \leq |z| \leq 1 \} \). The minimum of \( \rho_{0,1}/\rho_r \) in this annulus occurs either at a boundary point or in the interior. If it occurs at an interior point, then its Laplacian of \( \log(\rho_{0,1}/\rho_r) \geq 1 \) at that point and if it occurs on the boundary then \( \rho_{0,1}/\rho_r \geq 1 \) at that point. In either case
\[ 0 \leq \Delta (\log \rho_{0,1} - \log \rho_r) = \rho_{0,1}^2 - \rho_r^2 \]
at that point, and therefore
\[ \rho_{0,1} \geq \rho_r \]
3.2. The $|\varepsilon \log \varepsilon|$ continuity of a holomorphic motion

In this section we show how the $|\varepsilon \log \varepsilon|$ modulus of continuity for the tangent vector to a holomorphic motion can be derived directly from Schwarz's lemma. Then we go on to show how the Hölder continuity of the mapping $z \mapsto w(z) = h(c, z)$ with Hölder exponent $\frac{1-|c|}{1+|c|}$ follows from the $|\varepsilon \log \varepsilon|$ continuity of the tangent vectors to the curve $c \mapsto h(c, z)$. In particular, since any $K$-quasiconformal map $z \mapsto f(z)$ coincides with $z \mapsto h(c, z)$ where $K \leq \frac{1+|c|}{1-|c|}$, we conclude that $f$ satisfies a Hölder condition with exponent $1/K$.

Lemma 16. Let $h(c, z)$ be a normalized holomorphic motion parametrized by $\Delta$ and with base point $0$ and let $V(z)$ be the tangent vector to this motion at $c = 0$ defined by

$$V(z) = \lim_{c \to 0} \frac{h(c, z) - z}{c}. \quad (3.10)$$

Then $V(0) = 0, V(1) = 0$ and $|V(z)| = o(|z|^2)$ as $z \to \infty$.

Proof. Since $h(c, z)$ is normalized, $h(c, 0) = 0$ and $h(c, 1) = 1$ for every $c \in \Delta$, and therefore $V(0) = 0$ and $V(1) = 0$. Since $h(c, \infty) = \infty$ for every $c \in \Delta$ if we introduce the coordinate $w = 1/z$ and consider the motion $h_1(c, w) = 1/h(c, 1/w)$, we see that $h_1(c, 0) = 0$ for every $c \in \Delta$.

Put $p(c) = h(c, z)$ and if we think of $z$ as a local coordinate for the Riemann sphere,

$$z \circ p(c) = z + cV^z(z) + o(c^2)$$

and in terms of the local coordinate $w = 1/z$,

$$w \circ p(c) = w + cV^w(w) + o(c^2).$$

Then $V^w(0) = 0$. Putting $g = w \circ z^{-1}$, the identity $g(z(p(c))) = w(p(c))$ yields

$$g'(z(p(0))z'(p(0)) = w'(p(0)). \quad (3.11)$$
Since \( g(z) = 1/z \), \( g'(z) = -(1/z)^2 \) and since
\[
V^w(0) = 0, \quad \frac{d}{dc} w(p(c))|_{c=0} = V^w(w(p(0)))
\]
and \( V^w(w(p(c))) \) is a continuous function of \( c \), the equation
\[
V^z(z(p(c))) \frac{dw}{dz} = V^w(w(p(c)))
\]
implies
\[
\frac{V^z(z)}{z^2} \to 0
\]
as \( z \to \infty \).

Let \( \rho_{0,1}(z) \) be the infinitesimal form for the hyperbolic metric on \( \mathbb{C} \setminus \{0, 1, \infty\} \) and let \( \rho_\Delta(z) = 2/(1 - |z|^2) \) be the infinitesimal form for the hyperbolic metric on \( \Delta \). For any four distinct points \( a, b, c \) and \( d \), the cross ratio
\[
g(c) = cr(h_c(a), h_c(b), h_c(c), h_c(d))
\]
is a holomorphic function of \( c \in \Delta \), and omitting the values \( 0, 1 \) and \( \infty \). Then by Schwarz’s lemma,
\[
\rho_{0,1}(g(c))|g'(c)| \leq \sigma_\Delta(c) = \frac{2}{1 - |c|^2}
\]
and
\[
\rho_{0,1}(g(0))|g'(0)| \leq 2. \quad (3.12)
\]
But
\[
|g'(0)| = |g(0)| \left| \frac{V(b) - V(a)}{b - a} - \frac{V(c) - V(b)}{c - b} + \frac{V(d) - V(c)}{d - c} - \frac{V(a) - V(d)}{a - d} \right| \quad (3.13)
\]
where \( g(0) = cr(a, b, c, d) = \frac{(b-a)(d-c)}{(c-b)(a-d)} \).

**Lemma 17.** If \( V(b) = o(b^2) \) as \( b \to \infty \), then
\[
\left( \frac{V(b) - V(a)}{b - a} - \frac{V(c) - V(b)}{c - b} \right) \to 0 \quad \text{as} \quad b \to \infty.
\]
Proof

\[
\left( \frac{V(b) - V(a)}{b - a} - \frac{V(c) - V(b)}{c - b} \right)
\]
simplifies to

\[
\frac{cV(b) - bV(c) - aV(b) - cV(a) + bV(a) + aV(c)}{(b - a)(c - b)}.
\]

As \( b \to \infty \) the denominator grows like \( b^2 \) but the numerator is \( o(b^2) \).

**Theorem 25.** For any vector field \( V \) tangent to a normalized holomorphic motion and defined by (3.10), there exists a number \( C \) depending on \( R \) such that for any two complex numbers \( z_1 \) and \( z_2 \) with \( |z_1| < R \) and \( |z_2| < R \) and \( |z_1 - z_2| < \delta \),

\[
|V(z_2) - V(z_1)| \leq |z_2 - z_1|(2 + \frac{C}{\log \frac{1}{\delta}})(\log \frac{1}{|z_2 - z_1|}).
\]

**Proof** By applying Lemma 17, inequality (3.12) and equation (3.13) to \( a = z_1, b = z_2, c = 0, d = \infty \), we obtain \( g(0) = \frac{z_2 - z_1}{z_2} \),

\[
\left| \frac{V(b) - V(a)}{b - a} - \frac{V(c) - V(b)}{c - b} + \frac{V(d) - V(c)}{d - c} - \frac{V(a) - V(d)}{a - d} \right|
\]

\[
= \left| \frac{V(z_2) - V(z_1)}{z_2 - z_1} - \frac{V(z_2)}{z_2} \right|
\]

and

\[
\rho_{0,1} \left( \frac{z_2 - z_1}{z_2} \right) \left| \frac{z_2 - z_1}{z_2} \right| \left| \frac{V(z_2) - V(z_1)}{z_2 - z_1} - \frac{V(z_2)}{z_2} \right| \leq 2
\]

and so

\[
\left| \frac{V(z_2) - V(z_1)}{z_2 - z_1} - \frac{V(z_2)}{z_2} \right| \leq \frac{2}{\rho_{0,1} \left( \frac{z_2 - z_1}{z_2} \right) \left| \frac{z_2 - z_1}{z_2} \right|}.
\]  \hspace{1cm} (3.14)

Applying (3.12) and (3.13) again with \( a = 0, b = 1, c = \infty, d = z_2 \), we obtain

\[
\rho_{0,1}(z_2) \left| \frac{z_2}{z_2} \right| \left| \frac{V(z_2)}{z_2} \right| \leq 2,
\]

and so

\[
\left| \frac{V(z_2)}{z_2} \right| \leq \frac{2}{\rho_{0,1}(z_2) \left| \frac{z_2}{z_2} \right|}
\]  \hspace{1cm} (3.15)

and this together with (3.14) implies

\[
\left| \frac{V(z_2) - V(z_1)}{z_2 - z_1} \right| \leq \frac{2}{\rho_{0,1} \left( \frac{z_2 - z_1}{z_2} \right) \left| \frac{z_2 - z_1}{z_2} \right|} + \frac{2}{\rho_{0,1}(z_2) \left| \frac{z_2}{z_2} \right|}.
\]  \hspace{1cm} (3.16)
From (3.16) and Lemma 15 we obtain

\[ |V(z_2) - V(z_1)| \leq |z_2 - z_1| \left( \frac{|V(z_2)|}{z_2} + 2 \log r + 2 \log |z_2| + 2 \log \frac{1}{|z_2 - z_1|} \right). \]

Therefore to prove the theorem we must show that for \( \varepsilon = \frac{C}{\log(1/\delta)} \)

\[ \left| \frac{V(z_2)}{z_2} \right| + 2 \log r + 2 \log |z_2| + 2 \log \frac{1}{|z_2 - z_1|} \leq (2 + \varepsilon) \log \frac{1}{|z_2 - z_1|}. \]

This is equivalent to showing that

\[ \left| \frac{V(z_2)}{z_2} \right| + 2 \log r + 2 \log |z_2| \leq \varepsilon \log \frac{1}{|z_2 - z_1|}. \]

If \( |z_2| < 1 \), from (3.15) and Lemma 15, we have

\[ \rho_0,1(z_2) \geq \frac{1}{|z_2|(\log r + \log \frac{1}{|z_2|})}, \]

and

\[ \left| \frac{V(z_2)}{z_2} \right| \leq 2 \log r + 2 \log \frac{1}{|z_2|}. \]

Hence

\[ \left| \frac{V(z_2)}{z_2} \right| + 2 \log r + 2 \log |z_2| \leq 4 \log r. \]

If \( 1 \leq |z_2| \leq R \), then since \( \left| \frac{V(z_2)}{z_2} \right| + 2 \log |z_2| \) is a continuous function, it is bounded by a number \( M_1 \), so

\[ \left| \frac{V(z_2)}{z_2} \right| + 2 \log r + 2 \log |z_2| \leq M_1 + 2 \log r. \]

The constant \( C = M_1 + 2 \log r \) does not depend on \( \delta \) and \( \left| \frac{V(z_2)}{z_2} \right| + 2 \log r + 2 \log |z_2| \leq C \) for any \( |z_2| \leq R \). Thus, putting \( \varepsilon = C/\log(1/\delta) \), we obtain

\[ |V(z_2) - V(z_1)| \leq |z_2 - z_1|(2 + \varepsilon) \left( \log \frac{1}{|z_2 - z_1|} \right). \]

Applying the same argument at a variable value of \( c \) we obtain the following result.
3.2. The $|\varepsilon \log \varepsilon|$ continuity of a holomorphic motion

**Theorem 26.** Suppose $0 < r < 1$ and $R > 0$. If $|c| \leq r$, $|z_1(c)| \leq R$, $|z_2(c)| \leq R$ and $|z_2(c) - z_1(c)| < \delta$, then

$$|V(z_2(c)) - V(z_1(c))| \leq \frac{2 + \varepsilon}{1 - |c|^2} |z_2(c) - z_1(c)| \log \frac{1}{|z_2(c) - z_1(c)|},$$  \hspace{1cm} (3.17)

where $\varepsilon \leq \frac{M}{\log(1/\delta)}$ and $\delta \geq |z_1(0) - z_2(0)|$. Moreover, there is a constant $C$ such that

$$|z_2(c) - z_1(c)| \leq C \cdot |z_2 - z_1|^{\frac{1 - |c|}{1 + |c|}}.$$

**Proof**  Equation (3.17) follows by the same calculations we have just completed. To prove the second inequality, put $s(c) = |z_2(c) - z_1(c)|$ and assume $0 < |c| < 1$. Then (3.17) yields

$$s'(c) \leq \frac{2 + \varepsilon}{1 - |c|^2} s(c) \log \frac{1}{s(c)}.$$

So

$$-(\log \frac{1}{s(c)})' \leq \frac{2 + \varepsilon}{1 - |c|^2} \log \frac{1}{s(c)}$$

and

$$-(\log(\log \frac{1}{s(c)}))' \leq \frac{2 + \varepsilon}{1 - |c|^2}.$$

By integration,

$$-(\log \frac{1}{s(c)}) \bigg|_0^c \leq -\frac{2 + \varepsilon}{2} \log \frac{1 - |c|}{1 + |c|}$$

and

$$\log \log \frac{1}{s(c)} - \log \log \frac{1}{s(0)} \geq \log \left( \frac{1 - |c|}{1 + |c|} \right)^{1 + \frac{\varepsilon}{2}}.$$

Since $\log x$ is increasing,

$$\frac{\log \frac{1}{s(c)}}{\log \frac{1}{s(0)}} \geq \left( \frac{1 - |c|}{1 + |c|} \right)^{1 + \frac{\varepsilon}{2}},$$

$$\log s(c) \leq \left( \frac{1 - |c|}{1 + |c|} \right)^{1 + \frac{\varepsilon}{2}} \log s(0)$$

and

$$s(c) \leq s(0)^{\frac{1 - |c|}{1 + |c|}}^{1 + \frac{\varepsilon}{2}}.$$

Putting $s = s(0)$ and $\alpha = \frac{1 - |c|}{1 + |c|}$, we wish to show that

$$s^{\alpha^{1+\varepsilon}} \leq Cs^\alpha \text{ or equivalently that } s^{(\alpha^{1+\varepsilon} - \alpha)} \leq C. \hspace{1cm} (3.18)$$
This is equivalent to showing that

$$\alpha(\alpha^x - 1) \log s \leq \log C$$

or that

$$\alpha(\exp\left(\frac{M}{\log(1/s)} \log \alpha \right) - 1) \log s \leq \log C.$$

Since $0 < \alpha < 1$ and since we may assume $s < e^{-1}$, by using the inequality $e^x - 1 \leq xe^{x_0}$ for $0 \leq x \leq x_0$, we see that it suffices to choose $C$ so that

$$\alpha \frac{M}{\log(1/s)} \log(1/\alpha) e^{M \log \alpha} \log(1/s) = \alpha M \log(1/\alpha) e^{M \log \alpha} \leq \log C.$$

The idea for the proof of Theorem 26 is suggested but not worked out in [29].
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Different extensions of holomorphic motion
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This chapter is a joint work with Jun Hu. We try to study the connection between Chirka’s proof and Slodkowski’s proof of the extension theorem of a holomorphic motion. We use Chirka’s operator to construct infinitely many extensions, and the uniqueness of extension is also discussed here.

Intuitively, a holomorphic motion of \( E \) in \( \mathbb{C} \) over \( \Delta \) is a motion of the points in \( E \) under which all points in \( E \) move complex analytically in \( \mathbb{C} \) from their initial positions and don’t bump to each other at any time \( z \in \Delta \). Based on our understanding, we think Slodkowski’s proof is intuitive, that is to fill analytic disks into a polynomial convex hull, where the convex hull is constructed through the solution of an ordinary differential equation and the analytic disks are filled in by using harmonic functions and their conjugates determined by boundary values. It takes a great deal to show those analytic disks are mutually disjoint. By contrast, Chirka’s proof is simple but not intuitive, which applies Schauder’s fixed point theorem to an integral operator (defined by a Hilbert transformation) on a proper functional space. The following example shows the key idea and difference of these two extension methods.
Example 2. Suppose holomorphic motion $f(z, w)$ fixes 0, 1 and $\infty$. And suppose $f(z, 3) = 3+z$ $f(z, 6) = 6+z$. Then Slodkowski’s extension of $f$ at 4 is $f(z, 4) = 4+z$ by filling in the disk. But the Chirka’s extension of $f$ at 4 is $f(z, 4) = 4$ because the 4 is not in the image of the motion of point 3 and 6.

After learning these two extension methods, we are interested to know if there is a connection between them, or what is the motivation for Chirka to develop his proof. First, we will present a motivation from which we are able to develop a proof very similar to Chirka’s, which will be given in the second section. After that, we apply our setting of Chirka’s method in many different ways to construct the holomorphic extensions of a holomorphic motion $f$ of $E$ over $\Delta$. A natural question arises: are these extensions same? In the last section, we first summarize briefly the known sufficient conditions for the extensions to be unique; then give a naive necessary for the uniqueness of extension and some examples with non unique extensions; and finally raise two questions concerning the necessary conditions for the uniqueness of the extensions of the holomorphic motions of four points.

4.1 From Green’s Theorem to Chirka’s proof

The following two questions were posed by Sullivan and Thurston in [62], which now are called Slodkowski’s theorems.

Theorem 27 (Extendability of Holomorphic Motions). Every holomorphic motion $f : \Delta \times E \to \mathbb{C}$ of an arbitrary subset $E$ of $\mathbb{C}$ can be extended to a holomorphic motion $F : \Delta \times \mathbb{C} \to \mathbb{C}$ of $\mathbb{C}$, that is $F$ is equal to $f$ if restricted on $\Delta \times E$ and is parameterized on the same time parameter space $\Delta$.

Theorem 28 (Holomorphic Axiom of Choice). Let $f(z, w) = f^z(w)$ be a holomorphic motion of a subset $E$ in $\mathbb{C}$, parameterized by time variable $z \in \Delta$. Then for every point $w$ outside $E$, there is a holomorphic map $g : \Delta \to \overline{\mathbb{C}}$ such that (i) $g(0) = w$ and (ii) $g(z) \notin f^z(E)$ for any $z \in \Delta$. 
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It was pointed out by Sullivan and Thurston in [62] that Theorem 28 implies Theorem 27. By using the limits of normal families and Hurwitz’s theorem, Slodkowski reduces the proof of Theorem 28 to the following finite version.

**Theorem 29** (Finite Version of Holomorphic Axiom of Choice). Let \( f(z, w) = f^z(w) = f_w(z) \) be a holomorphic motion of a finite subset \( E = \{w_j : 1 \leq j \leq n\} \) in \( \mathbb{C} \), parameterized by a complex time variable \( z \) in a neighborhood of the closed unit \( \text{dist} \Delta \) in the complex plane. Then for every point \( w \) in \( \mathbb{C} \setminus E \), there is a holomorphic map \( f_w : \Delta \rightarrow \mathbb{C} \) such that (i) \( f_w(0) = w \) and (ii) \( f_w(z) \neq f_{w_j}(z) \) for any \( z \in \Delta \) and any \( w_j \in E \).

Note: we always assume \( \infty \) is in the closed set \( E \) and \( f_\infty(z) \equiv \infty \).

Chirka’s proof of Theorem 29 is short and elegant, but the intuition leading to his proof is mysterious to us. After studying the main ideas in Chirka’s and Slodkowski’s proofs, a possible clue from Slodkowski’s proof to Chirka’s appears to us. Let us first briefly summarize the clue. Given a continuous function \( \varphi \) from the unit circle \( \mathbb{S}^1 \) into \( \mathbb{C} \), a naive way to construct a holomorphic map \( \tilde{\varphi} \) on \( \Delta \) from \( \varphi \) is to apply to \( \varphi \) the line integral in the Cauchy integral formula. Although the extension of \( \tilde{\varphi} \) to the boundary \( \mathbb{S}^1 \) of \( \Delta \) may fail or be very different from \( \varphi \), it defines an analytic function on \( \Delta \). Fortunately, the map \( \varphi \) in our consideration is an analytic map defined on the neighborhood of \( \Delta \) in \( \mathbb{C} \) and then \( \varphi \) can be expressed through the Cauchy integral formula. After applying Green’s theorem to the line integral in the Cauchy integral expression of \( \varphi \), we obtain so-called Pompeiu’s formula and realize:

(i) the two non-analytic summands have their non-analytic parts canceled to form a holomorphic map, and

(ii) the double integral summand has holomorphic extension to the outside of the unit disk.

From there, we first take that double integral to define a functional operator \( \mathcal{R} \). (It looks same to Chirka’s but actually not.) The image under this operator is only
holomorphic outside $\tilde{\Delta}$. By using the same scheme as Chirka’s, we obtain $\mathcal{R}$ has a unique fixed point $\Phi$. Then we work out the complex derivative of $\Phi$ with respect to the time variable $z$ for any $z$ outside $\tilde{\Delta}$ and we find their values equal to the derivatives of the moves of the points in $E$ under the given holomorphic motion at $1/z$. Therefore through pre-composing the time variable in $\Phi$ by the reciprocal map, we obtain a holomorphic extension of the given holomorphic motion of the points in $E$ for the time variable $z$ in $\Delta$. Overall, by following this path, we work out a proof for Theorem 29. Since it is essentially as the same as Chirka’s proof except that the setting at the beginning is different, we think it is probably the motivation to develop Chirka’s proof. In the rest of this section, we lay out the details.

Let $H(\Delta)$ be the set of holomorphic maps from $\Delta$ to $\mathbb{C}$ and $H(\tilde{\Delta})$ be the set of holomorphic maps from neighborhoods of $\tilde{\Delta}$ to $\mathbb{C}$.

Given a map $f \in H(\tilde{\Delta})$, by Cauchy’s integral formula

$$f(z) - f(0) = \frac{1}{2\pi i} \int_{|\xi|=1} f(\xi) \left( \frac{1}{\xi - z} - \frac{1}{\xi} \right) d\xi$$

where $|z| < 1$. We can also use the line integral in (4.1) to extend $f$ to any point $z$ with $|z| > 1$, for which $f(z)$ is constantly equal to 0. Clearly,

$$f(z) - f(0) = \frac{1}{2\pi i} \int_{|\xi|=1} \frac{f(\xi) z}{(\xi - z)} d\xi = \frac{1}{2\pi i} \int_{|\xi|=1} \frac{f(\xi)}{\xi - z} d\frac{1}{\xi}.$$ 

Now by substituting $\xi$ by $\frac{1}{z}$, we obtain

$$f(z) - f(0) = -\frac{1}{2\pi i} \int_{|\xi|=1} \frac{f\left(\frac{1}{\xi}\right)}{\xi - 1/z} d\xi.$$ 

Since $|\xi| = 1$, $\bar{\xi} = 1/\xi$ and then

$$f(z) - f(0) = -\frac{1}{2\pi i} \int_{|\xi|=1} \frac{f(\bar{\xi})}{\xi - 1/z} d\xi.$$ 

Now we define a map $\tilde{f}$ from $(\mathbb{C} \setminus \Delta) \cup \Delta$ to $\mathbb{C}$ by letting $\tilde{f}(\infty) = f(0)$ and

$$\tilde{f}(z) - \tilde{f}(\infty) = -\frac{1}{2\pi i} \int_{|\xi|=1} \frac{f(\bar{\xi})}{\xi - z} d\xi.$$ 

Clearly, $\tilde{f}(z) = f\left(\frac{1}{z}\right)$ if $|z| > 1$, and $\tilde{f}(z) = 0$ if $|z| < 1$. 
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When $|z| < 1$, let us apply Green's Theorem to the right side of (4.4), then we obtain the following so-called Pompeiu's formula.

$$
\tilde{f}(z) - \tilde{f}(\infty) = -\frac{1}{2\pi i} \int \int_{\Delta} \frac{\partial}{\partial \xi} f(\xi) \, d\xi \wedge d\xi - f(z). \tag{4.5}
$$

Let $\xi = \eta + i\zeta$, then

$$
\tilde{f}(z) - \tilde{f}(\infty) = -\frac{1}{\pi} \int \int_{\Delta} \frac{\partial}{\partial \xi} f(\xi) \, d\eta d\zeta - f(z). \tag{4.6}
$$

Furthermore, if $|z| < 1$, then $\tilde{f}(z)$ is constantly equal to 0 and hence $\frac{\partial}{\partial z}$-derivative of the double integral in (4.6) is equal to $\frac{\partial}{\partial z} f(\bar{z})$. Now we separate this double integral as an operator acting on the functions in $H(\Delta)$, that is, we define

$$
g(z) = \mathcal{R}(f)(z) = -\frac{1}{\pi} \int \int_{\Delta} \frac{\partial}{\partial \xi} f(\xi) \, d\eta d\zeta \tag{4.6a}
$$

for any $z \in \mathbb{C}$. Then $g(z)$ is holomorphic when $|z| > 1$ and $\frac{\partial}{\partial \xi} g(z) = \frac{\partial}{\partial \xi} f(\bar{z})$ when $|z| < 1$.

Given any $f \in H(\Delta)$ with $f(0) = 0$, let us extend $f$ to a function $\hat{f}$ on $\mathbb{C}$ by defining $\hat{f}(z) = f(\bar{z})$ for $|z| \leq 1$ and $\hat{f}(z) = f(1/z)$ when $|z| > 1$. Then $\hat{f}$ is holomorphic when $|z| > 1$ and $\frac{\partial}{\partial z} \hat{f}(z) = \frac{\partial}{\partial \xi} f(\bar{z})$ when $|z| < 1$. Therefore, $g - \hat{f}$ is continuous on $\mathbb{C}$ and holomorphic on $\mathbb{C} \setminus S^1$, and then holomorphic on $\mathbb{C}$. Furthermore, $\lim_{z \to \infty} (g - \hat{f})(z) = 0$, by Liouville’s theorem $g - \hat{f}$ is constantly equal to 0, that is, $g = \hat{f}$. So we obtain $\hat{f}$ is a fixed point of the operator $\mathcal{R}$.

Similarly, given an arbitrary point $w \in \mathbb{C}$, if one modifies the operator $\mathcal{R}$ as

$$
\mathcal{R}_w(f)(z) = -\frac{1}{\pi} \int \int_{\Delta} \frac{\partial}{\partial \xi} f(\xi) \, d\eta d\zeta + w,
$$

then for any function $f \in H(\Delta)$ with $f(0) = w$ the corresponding $\hat{f}$ is a fixed point of $\mathcal{R}_w$.

The previous observations help us realize how the functional operator in Chirka’s proof comes into play. In the following, we extend the operators in our observation-s to a functional operator similar to Chirka’s (but not same) and give a proof of Theorem 29. As you have seen, through our operator, we will not obtain directly
holomorphic motions in $\Delta$ and instead we first obtain holomorphic motions outside $\bar{\Delta}$ and then we obtain holomorphic motions in $\Delta$ by pre-composing with the reciprocal map $z \mapsto \frac{\bar{z}}{z}$.

Since the following operator is similar to Chirka's operator which has been discussed a lot in chapter 2, we only write down the main propositions and theorems here. For details, please read chapter 2.

Let $E = \{w_i : 1 \leq i \leq n\}$ be a finite set in $\mathbb{C}$. In this section, we assume $f_i$'s are $n$ functions in $H(\Delta)$ with $f_i(0) = w_i$ for each $i$ and for each $z \in \Delta$, $f_i(z) \neq f_j(z)$ as soon as $i \neq j$. Then there exists $\delta > 0$ such that $|f_i(z) - f_j(z)| > \delta$ for any $i \neq j$ and any $z \in \Delta$. Now let $\lambda$ be a real $C^\infty$-smooth function from $[0, \infty)$ to $[0, 1]$ with $\lambda(0) = 1$ and $\lambda(t) = 0$ for any $t \geq \delta/2$. For each $1 \leq i \leq n$, we extend $f_i$ to a continuous function $\hat{f}_i$ on $\mathbb{C}$ as follows: $\hat{f}_i(z) = f_i(z)$ for $|z| \leq 1$ and $\hat{f}_i(z) = f_i(1/z)$ if $|z| > 1$. Since $\bar{z} = 1/z$ when $|z| = 1$, $\hat{f}$ is continuous. Clearly, $\hat{f}_i$ is anti-holomorphic in $\Delta$ and holomorphic outside $\bar{\Delta}$. Define

$$\varphi(z, w) = \sum_{i=1}^{n} \lambda(|w - \hat{f}_i(z)|) \frac{\partial \hat{f}_i(z)}{\partial \bar{z}},$$

(4.7)

where $z \in \mathbb{C}$ and $w \in \mathbb{C}$. Clearly, it has the following properties:

**Proposition 7.** (1) $\varphi$ is bounded on $\mathbb{C} \times \mathbb{C}$;

(2) $\varphi$ vanishes outside $\Delta \times \mathbb{C}$;

(3) for any $w \in \mathbb{C}$ and any time $z \in \Delta$, there exists exactly one $1 \leq i \leq n$ such that

$$\varphi(z, w) = \lambda(|w - f_i(z)|) \frac{\partial f_i(z)}{\partial \bar{z}};$$

(4) $\varphi(z, w)$ satisfies the Lipschitz condition in the $w$ variable and the Lipschitz constant is independent of the $z$ variable.

Let $X$ be the space of all continuous functions from $\hat{\mathbb{C}}$ to $\mathbb{C}$. Then $X$ is a Banach space under $\| \cdot \|_{\infty}$-norm. Now define a functional operator $K$ on $X$ as

$$K(f)(z) = P(\varphi(\cdot, f(\cdot)))(z) = -\frac{1}{\pi} \int_{\mathbb{C}} \int_{\mathbb{C}} \frac{\varphi(\xi, f(\xi))}{\xi - z} d\eta \, d\zeta$$

(4.8)
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where \( f \in X \). From Propositions 7, one can see that the operator \( K \) has the following properties.

**Proposition 8.** (1) \( K \) is a continuous map from \( X \) to \( X \).

(2) \( K(f) \) is bounded by a universal constant \( M > 0 \) independent of \( f \), and furthermore \( K(f)(\infty) = 0 \).

(3) \( K(f) \) is \( \alpha \)-Hölder continuous for a constant \( 0 < \alpha < 1 \) with the \( \alpha \)-Hölder constant independent of \( f \).

(4) \( \frac{\partial}{\partial z} K(f)(z) = \varphi(z, f(z)) \), and then \( K(f) \) is holomorphic outside \( \Delta \).

Given any point \( w \in \mathbb{C} \), define a functional operator \( K_w \) on \( X \) as

\[
K_w(f)(z) = K(f)(z) + w. \tag{4.9}
\]

In our understanding, the operator \( R_w \) in our previous discussion is a motivation to define the operator \( K_w \). Therefore \( K_w \) has the following property as \( R_w \).

**Proposition 9.** For each \( 1 \leq j \leq n \), \( \hat{f}_j \) is a fixed point of \( K_{w_j} \), where \( w_j = \hat{f}_j(\infty) = f_j(0) \).

Schauder’s fixed point theorem (see [14] for a reference) shows the existence of fixed points for \( K_w \) for any \( w \in \mathbb{C} \), and furthermore we know the fixed point is unique.

**Theorem 30** (Existence and uniqueness). For each \( w \in \mathbb{C} \), the operator \( K_w \) has a unique fixed point \( f_w \) in \( X \), where \( X \) denotes the space of all continuous functions from \( \hat{\mathbb{C}} \) to \( \mathbb{C} \).

So far, we have seen that for each \( 1 \leq j \leq n \), \( \hat{f}_j \) is the unique fixed point of \( K_{w_j} \), is holomorphic outside \( \Delta \), and is equal to \( f_j(1/z) \) for any \( |z| > 1 \). In the meantime, for any \( w \neq w_j \) for any \( 1 \leq j \leq n \), the unique fixed point \( f_w \) of \( K_w \) is also holomorphic outside \( \Delta \) and \( f_w(\infty) = w \). Then \( f_w(1/z) \) is holomorphic in \( \Delta \) and takes the value \( w \) at \( z = 0 \). One can see \( f_w(1/z) \) provides a proof to Theorem 28 after the following theorem is proved.
**Theorem 31** (Injectivity). For any two complex numbers \( w_1 \) and \( w_2 \), let \( f_{w_1} \) and \( f_{w_2} \) be the fixed points of \( K_{w_1} \) and \( K_{w_2} \) respectively. Then \( f_{w_1}(z) \neq f_{w_2}(z) \) for any \( z \in \mathbb{C} \).

Through pre-composing the time variable \( z \) by the reciprocal map, Theorems 30 and 31 together imply Theorem 29.

We now finish this section by briefly recalling the setting in Chirka’s paper [12] with comparisons to ours.

Define a continuous function \( \tilde{f}_i(z) : \mathbb{C} \to \mathbb{C} \) as: \( \tilde{f}_i(z) = f_i(z) \) if \( z \in \Delta \) and \( \tilde{f}_i(z) = f(1/\bar{z}) \) otherwise, where \( 1 \leq i \leq n \). In order to obtain the holomorphic map \( f_{\tilde{w}} \) directly defined on \( \Delta \) (without pre-composing by the reciprocal map in our setting) for Theorem 28, in [12] Chirka used \( \tilde{f}_i \)'s, instead of \( f_i \)'s, to define the \( K \)-operator and then applied Schauder’s fixed point theorem.

### 4.2 Different ways to construct \( \varphi(z, w) \)

In this section, we apply the \( K \)-operators in infinitely many different ways to construct holomorphic maps \( f_w \) satisfying the two conditions in Theorem 29.

Recall that in the previous section we let \( X \) be the space of all continuous functions from \( \hat{\mathbb{C}} \) to \( \mathbb{C} \), which is a Banach space under \( C_0 \)-norm. Let \( f_j \) be the same as in the previous section with \( f_j(0) = w_j \) for \( 1 \leq j \leq n \). Now given any integer \( k \), let \( g_j^{(k)}(z) = e^{kz}f_j(z) \) for \( 1 \leq j \leq n \). We define a function \( g_j^{(k)} \) from \( g_j^{(k)} \) as the same as \( \tilde{f}_j \), that is, \( g_j^{(k)}(z) = g_j^{(k)}(\bar{z}) \) if \( |z| \leq 1 \) and \( g_j^{(k)}(z) = g_j^{(k)}(1/\bar{z}) \).

For each \( z \in \Delta \), \( f_i(z) \neq f_j(z) \) as soon as \( i \neq j \), so are \( g_i^{(k)}(z) \) and \( g_j^{(k)}(z) \) for each \( k \). Then for each \( k \) there exists \( \delta_k > 0 \) such that \( |g_i^{(k)}(z) - g_j^{(k)}(z)| > \delta_k \) for any \( i \neq j \) and any \( z \in \Delta \). Now let \( \lambda_k \) be a real \( C^\infty \)-smooth function from \( [0, \infty) \) to \( [0, 1] \) with \( \lambda_k(0) = 1 \) and \( \lambda_k(t) = 0 \) for any \( t \geq \delta_k/2 \). Similarly, we define

\[
\varphi^{(k)}(z, w) = \sum_{i=1}^n \lambda_k(|w - g_i^{(k)}(z)|) \frac{\partial g_i^{(k)}(z)}{\partial z}, \tag{4.10}
\]

where \( z \in \mathbb{C} \) and \( w \in \mathbb{C} \). Again similarly, a functional operator \( K^{(k)} \) on \( X \) is defined
as: given $g \in X$,

$$K^{(k)}(g)(z) = -\frac{1}{\pi} \int_{\mathbb{C}} \int_{\mathbb{C}} \varphi^{(k)}(\xi, g(\xi)) \frac{d\zeta}{\xi - z} \, d\eta$$ \hspace{1cm} (4.11)

and for any complex number $w$,

$$K^{(k)}(f) = K^{(k)}(f) + w.$$ \hspace{1cm} (4.12)

The exact work in the previous section implies:

**Proposition 10.** For each integer $k$ and each $1 \leq j \leq n$, $g^{(k)}_j$ is a fixed point of $K^{(k)}_{w_j}$, where $w_j = g^{(k)}_j(\infty) = f_j(0)$.

**Theorem 32.** (1) Each operator $K^{(k)}_w$ has a unique fixed point $g^{(k)}_w$ in $X$.

(2) Each fixed point $g^{(k)}_w$ satisfies: $g^{(k)}_w(\infty) = w$ and $g^{(k)}_w(z) \neq g^{(k)}_{w_j}(z)$ for any $z \in \mathbb{C} \setminus \Delta$ as soon as $w \neq w_j$.

Clearly, $g^{(k)}_j(1/z) = g^{(k)}_j(z)$ if $|z| < 1$. For any complex number $w \neq w_j$ for any $1 \leq j \leq n$, let $g^{(k)}_w(z) = g^{(k)}_j(1/z)$ for $|z| < 1$. Then $g^{(k)}_w(0) = w$ and for any $|z| < 1$, $g^{(k)}_w(z) \neq g^{(k)}_j(z)$ for any integer $k$ and $1 \leq j \leq n$. Therefore each $f^{(k)}_w(z) = e^{-kz}g^{(k)}_w(z)$ satisfies the conditions required for the map $f_w$ in Theorem 29, that is, each $f^{(k)}_w$ provides an extension to the holomorphic motion $\{f_j\}_{j=1}^n$ from the set $E = \{w_j : 1 \leq j \leq n\}$ to the set $E \cup \{w\}$, where $w \notin E$.

A natural question arises: Assume $k \neq k'$, is $f^{(k)}_w$ not equal to $f^{(k')}_w$ for some point $w$ outside the set $E$? In the rest of this section we provide an example in which two different operators produce the same extensions. Then in the next and last section we briefly consider sufficient and/or necessary conditions for the uniqueness of extensions.

Given any point $w \in \mathbb{C}$, let $K_w$ be the functional operator defined in (4.9), that is,

$$K_w(f)(z) = K(f)(z) + w = -\frac{1}{\pi} \int_{\mathbb{C}} \int_{\mathbb{C}} \varphi(\xi, f(\xi)) \frac{d\eta}{\xi - z} \, d\zeta + w,$$

where $\xi = \eta + i\zeta$. 


Let $f_w$ be the unique fixed point of $K_w$. Now define a continuous function on $\hat{\Delta}$ by letting $g(z) = 1 - |z|^2$ for any $z \in \Delta$ and $g(z) = 0$ for any $z$ in the complement of $\Delta$. Let $\tilde{f}_w(z) = f_w(z) + g(z)$. Then

$$\frac{\partial(\tilde{f}_w(z))}{\partial z} = \varphi(z, f_w(z)) - z$$

for any $z \in \Delta$ and $\frac{\partial(\tilde{f}_w(z))}{\partial z}$ is equal to 0 for any $z$ outside $\Delta$. Now we define a new operator $\hat{K}_w$ by substituting the $\varphi(\xi, f(\xi))$ in $K_w$ by $\varphi(\xi, f(\xi)) - \xi$. Then it has all the properties that the $K_w$ operator has. Therefore $\tilde{f}_w$ is the unique fixed point of the new operator $\hat{K}_w$, which is continuous in $\Delta$ and holomorphic outside $\Delta$. Since $g(z) = 0$ for any $z$ outside $\Delta$, $\tilde{f}_w = f_w$ outside $\Delta$. Hence by pre-composing with the reciprocal map, the two operators $K_w$ and $\hat{K}_w$ produce the same holomorphic extensions.

### 4.3 Examples of holomorphic motions

There is a naive necessary condition for a holomorphic motion to have a unique extension.

**Proposition 11.** If a holomorphic motion $f$ of a proper subset $E$ of $\overline{\mathbb{C}}$ over $\Delta$ has a unique extension, then $\cup_{w \in E} f_w(\Delta)$ is dense in $\overline{\mathbb{C}}$.

The next two examples show this condition is far from sufficient.

**Example 3.** Let $E$ be the set consisting of four points $\infty$, $-1$, $0$ and $1$. A motion $f$ of $E$ in $\overline{\mathbb{C}}$ over $\Delta$ is defined as: $f$ fixes $0$, $-1$ and $\infty$ for all $z \in \Delta$ and the move of $1$ under $f$ is defined by the holomorphic covering map from $\Delta$ to $\overline{\mathbb{C}} \setminus \{0, -1, -2, -3, \ldots, \infty\}$ with $0$ mapped to $1$. Clearly, this motion satisfies the previous necessary condition. But $f$ can be extended to $E \cup \{2\}$ in following two different ways: one way is to define the motion to fix the point $2$ and the other is define the motion on $2$ as the shift of the motion of $1$ to $2$. Therefore, $f$ has two different extensions to $\overline{\mathbb{C}}$. 
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More explicitly,

**Example 4.** Let $E$ be the same in the previous example and a motion $f$ of $E$ fix three points $\infty$, $-1$ and $0$. The motion of the point $1$ under $f$ is given by $f_1(z) = (\frac{1+z}{1-z})^2$, where $z \in \Delta$. Then $f_1$ maps $\Delta$ onto $\mathbb{C}$ minus the closure of the negative half real axis. Then $f$ can be extended to $E \cup \{2\}$ in the same two different ways as in the previous example.

In [9], Bers and Royden include examples for which there are different extensions and examples for which the extensions are unique. And here the uniqueness of the extension of holomorphic motions is depending on the uniqueness of extremal quasiconformal map.

**Example 5.**

$$f(z, w) = w + \frac{z}{w}$$

for any $w \in \overline{\mathbb{C}} - \Delta$, and $f(z, w) = w + z \overline{w}$ for any $w \in \Delta$.

For every fixed $z$, $f(z)$ maps the unit circle to an ellipse which is symmetric. So $f(z) = [f(z, w)]$ for $w \in S^1$ is a holomorphic map from $\Delta$ into $T_0(\Delta)$. The holomorphic motion $f(z, w)|_{\Delta \times (\overline{\mathbb{C}} - \Delta)}$ has unique extension into the unit disk, since $f(z, w) = w + z \overline{w}$ is a Teichmüller map which is unique extremal in its Teichmüller equivalent class.

This example also shows that the holomorphic maps from $\Delta$ to $T_0(\Delta)$ do not always have the lifting property which will be discussed in Chapter 6. Suppose this map $f(z) : \Delta \rightarrow T_0$ can be lifted to a map $g(z) : \Delta \rightarrow M_0$, then $g(z, w)$ is a extension of the holomorphic motion $f(z, w)|_{\Delta \times (\overline{\mathbb{C}} - \Delta)}$ and $g(z, w)$ is asymptotically conformal in $\Delta$ for any fixed $z$. But $f(z, w)$ is Teichmüller in the unit disk, so $|\mu_f(z, w)|$ is a constant in the unit disk for any fixed $z$. Hence $f(z, w) \neq g(z, w)$ which is a contradiction.
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5.1 Teichmüller space of a closed set

This chapter is a joint work with Yunping Jiang and Sudeb Mitra. Let $E$ be a
closed subset in $\mathbb{C}$; we will always assume that $E$ contains the points 0, 1, and $\infty$.
A homeomorphism of $\mathbb{C}$ onto itself is called normalized if it fixes the points 0, 1, and
$\infty$.

**Definition 22.** Two normalized quasiconformal self-mappings $f$ and $g$ of $\mathbb{C}$ are said
to be $E$-equivalent iff $f^{-1} \circ g$ is isotopic to the identity rel $E$. The Teichmüller space
$T(E)$ is the set of $E$-equivalence classes of normalized quasiconformal self-mappings
of $\mathbb{C}$. The basepoint of $T(E)$ is the $E$-equivalence class of the identity map.

The following analytic description of $T(E)$ will be more useful for our purposes.
Let $M(\mathbb{C})$ denote the open unit ball of the complex Banach space $L^\infty(\mathbb{C})$. Each $\mu$ in $M(\mathbb{C})$ is the Beltrami coefficient of a unique normalized quasiconformal homeomorphism $w^\mu$ of $\overline{\mathbb{C}}$ onto itself. The basepoint of $M(\mathbb{C})$ is the zero function.

We define the quotient map $P_E : M(\mathbb{C}) \to T(E)$ by setting $P_E(\mu)$ equal to the $E$-equivalence class of $w^\mu$, written as $[w^\mu]_E$. Clearly, $P_E$ maps the basepoint of $M(\mathbb{C})$ to the basepoint of $T(E)$. In [53] Lieb proved that $T(E)$ is a complex Banach manifold such that the map $P_E$ from $M(\mathbb{C})$ to $T(E)$ is a holomorphic split submersion; see also [23] for a complete proof. The space $T(E)$ is intimately related with holomorphic motions of the closed set $E$; see §5.2 for more details.

**Two special cases** Let $E$ be a finite set ($0$, $1$, and $\infty$ belong to $E$). Its complement $\Omega = \overline{\mathbb{C}} \setminus E$ is a sphere with punctures at the points of $E$, and there is a natural identification of $T(E)$ with the classical Teichmüller space $Teich(\Omega)$. It is defined by setting $\theta(P_E(\mu))$ equal to the Teichmüller class of the restriction of $w^\mu$ to $\Omega$. It is clear that $\theta : T(E) \to Teich(\Omega)$ is a well-defined map. It is easy to see that the map $\theta$ is biholomorphic; see Example 3.1 in [57] for the details.

When $E = \mathbb{C}$, the space $T(\mathbb{C})$ consists of all the normalized quasiconformal self-mappings of $\overline{\mathbb{C}}$, and the map $P_{\overline{\mathbb{C}}}$ from $M(\mathbb{C})$ to $T(\mathbb{C})$ is bijective. We use it to identify $T(\mathbb{C})$ biholomorphically with $M(\mathbb{C})$.

**Contractibility of $T(E)$**: The following fact was proved in §7.13 of [23].

**Proposition 12.** There is a continuous basepoint preserving map $s$ from $T(E)$ to $M(\mathbb{C})$ such that $P_E \circ s$ is the identity map on $T(E)$.

Since $M(\mathbb{C})$ is contractible, it follows that the space $T(E)$ is also contractible.

**Forgetful maps**: If $E$ is a subset of the closed set $\widehat{E}$ and $\mu$ is in $M(\mathbb{C})$, then the $\widehat{E}$-equivalence class of $w^\mu$ is contained in the $E$-equivalence class of $w^\mu$. Therefore, there is a well-defined ‘forgetful map’ $p_{\widehat{E},E}$ from $T(\widehat{E})$ to $T(E)$ such that $P_E = p_{\widehat{E},E} \circ P_{\widehat{E}}$. It is easy to see that this forgetful map is a basepoint preserving holomorphic split submersion.

**Changing the basepoint**: Let $w$ be a normalized quasiconformal self-mapping...
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of \( \mathbb{T} \), and let \( \tilde{E} = w(E) \). By definition, the allowable map \( g \) from \( T(\tilde{E}) \) to \( T(E) \) maps the \( \tilde{E} \)-equivalence class of \( f \) to the \( E \)-equivalence class of \( f \circ w \) for every normalized quasiconformal self-mapping \( f \) of \( \mathbb{T} \).

**Lemma 18.** The allowable map \( g : T(\tilde{E}) \to T(E) \) is biholomorphic. If \( \mu \) is the Beltrami coefficient of \( w \), then \( g \) maps the basepoint of \( T(\tilde{E}) \) to the point \( P_E(\mu) \) in \( T(E) \).

See §7.12 in [23] or §6.4 in [57] for a complete proof.

5.2 The lifting theorem and Universal holomorphic motions

The main purpose of this chapter is to give a self-contained proof of the following theorem.

**Theorem 33.** Let \( E = \{0, 1, \infty, \zeta_1, \cdots, \zeta_n\} \) where \( \zeta_i \neq \zeta_j \) for \( i \neq j \), and \( \zeta_i \neq 0, 1, \infty \) for all \( i = 1, \cdots, n \). Let \( \hat{E} = E \cup \{\zeta_{n+1}\} \) where \( \zeta_{n+1} \) is any point in \( \mathbb{T} \setminus \{0, 1, \infty\} \) distinct from \( \zeta_i \) for all \( i = 1, \cdots, n \). Then, given any holomorphic map \( f \) from \( \Delta \) into \( T(E) \), there exists a holomorphic map \( \hat{f} \) from \( \Delta \) into \( T(\hat{E}) \), such that \( p_{\hat{E},E} \circ \hat{f} = f \).

**Remark.** This "lifting problem" was mentioned in §7 of the classic paper [9], and the authors called it "a difficult open problem." With the publication of [60], it became possible to give a quick solution of this problem, using Slodkowski’s theorem. We shall discuss this in more details in §5.4. More recently, Chirka (in [12]) published a new proof of Slodkowski’s theorem. See also [5], [15], and [41]. The novelty of our present paper is that we use some ideas of Chirka and a theorem of Nag ( [58] ) to give a direct proof of the above theorem. Our approach, therefore, also gives a new interpretation of Chirka’s methods.
5.2.1 Universal holomorphic motions

In this section we study the interesting relationship between “holomorphic lifts” and “universal holomorphic motions.” The main purpose in this section is to prove a result of Bers-Royden (Proposition 4 in [9]) in its fullest generality.

**Definition 23.** Let $V$ be a connected complex manifold with a basepoint $x_0$ and let $E$ be any subset of $\mathbb{C}$. A holomorphic motion of $E$ over $V$ is a map $\phi : V \times E \to \overline{\mathbb{C}}$ that has the following three properties:

(i) $\phi(x_0, z) = z$ for all $z$ in $E$,

(ii) the map $\phi(x, \cdot) : E \to \overline{\mathbb{C}}$ is injective for each $x$ in $V$, and

(iii) the map $\phi(\cdot, z) : V \to \overline{\mathbb{C}}$ is holomorphic for each $z$ in $E$.

We say that $V$ is a parameter space of the holomorphic motion $\phi$. We will assume that $\phi$ is a normalized holomorphic motion; i.e. 0, 1, and $\infty$ belong to $E$ and are fixed points of the map $\phi(x, \cdot)$ for every $x$ in $V$.

**Definition 24.** Let $V$ and $W$ be connected complex manifolds with basepoints, and $f$ be a basepoint preserving holomorphic map of $W$ into $V$. If $\phi$ is a holomorphic motion of $E$ over $V$, its pullback by $f$ is the holomorphic motion

$$f^*(\phi)(x, z) = \phi(f(x), z) \quad \text{for all } (x, z) \in W \times E$$

of $E$ over $W$.

If $E$ is a proper subset of $\hat{E}$ and $\phi : V \times E \to \overline{\mathbb{C}}$, $\hat{\phi} : V \times \hat{E} \to \overline{\mathbb{C}}$ are two holomorphic motions, we say that $\hat{\phi}$ extends $\phi$ if $\hat{\phi}(x, z) = \phi(x, z)$ for all $(x, z)$ in $V \times E$.

Henceforth, we shall always assume that $E$ is a closed subset of $\mathbb{C}$ and that 0, 1, and $\infty$ belong to $E$.

**Definition 25.** The universal holomorphic motion $\Psi_E$ of $E$ over $T(E)$ is defined as follows:

$$\Psi_E(P_E(\mu), z) = \omega^\mu(z) \quad \text{for } \mu \in M(\mathbb{C}) \text{ and } z \in E.$$
The definition of \( P_E \) in §5.1 guarantees that \( \Psi_E \) is well-defined. It is a holomorphic motion since \( P_E \) is a holomorphic split submersion and \( \mu \mapsto w^\mu(z) \) is a holomorphic map from \( M(\mathbb{C}) \) to \( \mathbb{C} \) for every fixed \( z \) in \( \mathbb{C} \) (by Theorem 11 in [4]).

This holomorphic motion is “universal” in the following sense:

**Theorem 34.** Let \( \phi : V \times E \to \mathbb{C} \) be a holomorphic motion. If \( V \) is simply connected, then there exists a unique basepoint preserving holomorphic map \( f : V \to T(E) \) such that \( f^*(\Psi_E) = \phi \).

For a proof see §14 in [57].

In what follows, \( B \) is a path-connected topological space. Let \( \mathcal{H}(\mathbb{C}) \) denote the group of homeomorphisms of \( \mathbb{C} \) onto itself, with the topology of uniform convergence in the spherical metric. As usual, \( E \) is a closed set in \( \mathbb{C} \), and 0, 1, and \( \infty \) are in \( E \). The following two lemmas were proved in [57].

**Lemma 19.** Let \( h : B \to \mathcal{H}(\mathbb{C}) \) be a continuous map such that \( h(x)(e) = e \) for all \( x \) in \( B \) and for all \( e \) in \( E \). If \( h(x_0) \) is isotopic to the identity rel \( E \) for some fixed \( x_0 \) in \( B \), then \( h(x) \) is isotopic to the identity rel \( E \) for all \( x \) in \( B \).

**Proof** Let \( x \) be any point in \( B \). Choose a path \( \gamma : [0,1] \to B \) such that \( \gamma(0) = x_0 \) and \( \gamma(1) = x \). It is clear that the map \( (t,z) \mapsto h(\gamma(t))(z) \) from \( [0,1] \times \mathbb{C} \) to \( \mathbb{C} \) is an isotopy rel \( E \) between \( h(x_0) \) and \( h(x) \).

**Lemma 20.** Let \( f \) and \( g \) be two continuous maps from \( B \) to \( T(E) \), satisfying:

(i) \( \Psi_E(f(x),z) = \Psi_E(g(x),z) \) for all \( z \) in \( E \) and \( x \) in \( B \), and

(ii) \( f(x_0) = g(x_0) \) for some \( x_0 \) in \( B \).

Then, \( f(x) = g(x) \) for all \( x \) in \( B \).

**Proof** By Proposition 13, there exists a basepoint preserving continuous map \( s : T(E) \to M(\mathbb{C}) \) such that \( P_E \circ s \) is the identity map on \( T(E) \). For each \( x \) in \( B \), define \( \mu(x) = s(f(x)) \) and \( \nu(x) = s(g(x)) \). We will show that the quasi-conformal
map $h(x) = (w_\mu(x))^{-1} \circ w_\nu(x)$ is isotopic to the identity rel $E$. That will prove our lemma.

Since $\mu$ and $\nu$ are continuous maps of $B$ into $M(\mathbb{C})$ and $\mathcal{H}(\mathbb{C})$ is a topological group, Lemma 17 of [4] implies that $h$ is a continuous map of $B$ into $\mathcal{H}(\mathbb{C})$.

By condition (i) and Definition 23, we have

$$w_\mu(x)(z) = \Psi_E(f(x), z) = \Psi_E(g(x), z) = w_\nu(x)(z)$$

for all $x$ in $B$ and $z$ in $E$. Therefore, $h(x)$ fixes the set $E$ pointwise for each $x$ in $B$.

By condition (ii), $h(x_0)$ is isotopic to the identity rel $E$. It follows by Lemma 20, that $h(x)$ is isotopic to the identity rel $E$ for all $x$ in $B$.

Let $E$ and $\hat{E}$ be any two closed subsets of $\overline{\mathbb{C}}$ such that $E \subset \hat{E}$ (as in §5.1, we assume that 0, 1, and $\infty$ belong to both $E$ and $\hat{E}$). Recall from §5.1, the forgetful map $p_{E,\hat{E}}$ from $T(\hat{E})$ to $T(E)$ such that $P_E = p_{E,\hat{E}} \circ P_{\hat{E}}$. The following is a consequence of Lemma 21. Here, $\Psi_E$ is the universal holomorphic motion of $E$ and $\Psi_{\hat{E}}$ is the universal holomorphic motion of $\hat{E}$.

**Lemma 21.** Let $V$ be a connected complex Banach manifold with basepoint, and let $f$ and $g$ be basepoint preserving holomorphic maps from $V$ into $T(E)$ and $T(\hat{E})$ respectively. Then $p_{E,\hat{E}} \circ g = f$ if and only if $g^*(\Psi_{\hat{E}})$ extends $f^*(\Psi_E)$.

See §13 in [57] for the proof.

### 5.2.2 A proposition

We prove the following generalization of Proposition 4 in [9]. This is an easy consequence of Theorem 34 and Lemma 22, and shows the importance of universal holomorphic motions.

**Proposition 13.** Let $V$ be a simply connected complex Banach manifold with a basepoint. The following statements are equivalent:

1. Every holomorphic motion $\phi : V \times E \to \overline{\mathbb{C}}$ extends to a holomorphic motion $\hat{\phi} : V \times \hat{E} \to \overline{\mathbb{C}}.$
2. For every basepoint preserving holomorphic map $f : V \to T(E)$, there exists a basepoint preserving holomorphic map $g : V \to T(\hat{E})$ such that $f = p_{\hat{E}, E} \circ g$.

Proof

(1) $\Rightarrow$ (2): Let $f : V \to T(E)$ be a basepoint preserving holomorphic map. Then, $f^*(\Psi_E) := \phi$ is a holomorphic motion of $E$ over $V$. By (1) there exists a holomorphic motion $\hat{\phi} : V \times \hat{E} \to \mathbb{C}$ such that $\hat{\phi}$ extends $\phi$. By Theorem 34, there exists a basepoint preserving holomorphic map $g : V \to T(\hat{E})$ such that $g^*(\Psi_{\hat{E}}) = \hat{\phi}$. Since $\hat{\phi}$ extends $\phi$, it follows by Lemma 22 that $p_{\hat{E}, E} \circ g = f$.

(2) $\Rightarrow$ (1): Let $\phi : V \times E \to \mathbb{C}$ be a holomorphic motion. By Theorem 29, there exists a basepoint preserving holomorphic map $f : V \to T(E)$ such that $f^*(\Psi_E) = \phi$. By (2) there exists a basepoint preserving holomorphic map $g : V \to T(\hat{E})$ such that $f = p_{\hat{E}, E} \circ g$. Let $g^*(\Psi_{\hat{E}}) := \hat{\phi}$; then, $\hat{\phi}$ is a holomorphic motion of $\hat{E}$ over $V$. It follows by Lemma 22 that $\hat{\phi}$ extends $\phi$.

Recall from §5.1, that when $E = \mathbb{C}$, we can identify $T(\mathbb{C})$ biholomorphically with $M(\mathbb{C})$. The pullback $\tilde{\Psi}_{\mathbb{C}}$ of $\Psi_\mathbb{C}$ to $M(\mathbb{C})$ by $P_{\mathbb{C}}$ satisfies

$$\tilde{\Psi}_{\mathbb{C}}(\mu, z) = \Psi_\mathbb{C}(P_{\mathbb{C}}(\mu), z) = w^\mu(z)$$

for all $(\mu, z) \in M(\mathbb{C}) \times \mathbb{C}$. So, when we use $P_{\mathbb{C}}$ to identify $T(\mathbb{C})$ with $M(\mathbb{C})$, the universal holomorphic motion of $\mathbb{C}$ becomes the map

$$\Psi_{\mathbb{C}}(\mu, z) = w^\mu(z)$$

for $(\mu, z) \in M(\mathbb{C}) \times \mathbb{C}$.

**Corollary 1.** Let $V$ be a simply connected complex Banach manifold with a basepoint. The following statements are equivalent:

1. Every holomorphic motion $\phi : V \times E \to \mathbb{C}$ extends to a holomorphic motion $\hat{\phi} : V \times \mathbb{C} \to \mathbb{C}$.

2. For every basepoint preserving holomorphic map $f : V \to T(E)$, there exists a basepoint preserving holomorphic map $g : V \to M(\mathbb{C})$ such that $f = P_E \circ g$. 

5.3 Proof of the lifting theorem

Recall that $E = \{0, 1, \infty, \zeta_1, \cdots, \zeta_n\}$ where $\zeta_i \neq \zeta_j$ for $i \neq j$, and $\zeta_i \neq 0, 1, \infty$ for all $i = 1, \cdots, n$. By Lemma 19, we may assume that $f : \Delta \to T(E)$ is a basepoint preserving holomorphic map.

For a fixed $0 < r < 1$, let $f_r(z) = f(rz) = [w^\mu]_E$. Then we define $n$ holomorphic functions $f_{i,r}(z) = w^\mu(\zeta_i)$ for $i = 1, \cdots, n$. Let $D = \overline{\mathbb{C}} \setminus \Delta$ be the exterior of $\Delta$. We define $n$ maps on $D$, which are holomorphic in a neighborhood of $D$, as

$$g_i(z) = f_{i,r}(\frac{1}{z})$$

for $|z| \geq 1$ and for all $1 \leq i \leq n$. Furthermore, we extend $g_i$ to $\overline{\mathbb{C}}$ as follows:

$$g_i(z) = g_i\left(\frac{1}{z}\right)$$

for $|z| \leq 1$ and for all $1 \leq i \leq n$. We have the following:

(a) $g_i(\infty) = g_i(0) = \zeta_i$ for $i = 1, \cdots, n$;

(b) for any fixed $z \in \overline{\mathbb{C}}$, $g_i(z) \neq g_j(z)$ for $1 \leq i \neq j \leq n$ and $g_i(z) \neq 0, 1, \infty$ for all $i = 1, \cdots, n$;

(c) $g_i(z)$ is a bounded function on $\overline{\mathbb{C}}$.

Choose a $C^\infty$ function $0 \leq \lambda(x) \leq 1$ on $\mathbb{R}^+ = \{x \geq 0\}$ such that $\lambda(0) = 1$ and $\lambda(x) = 0$ for $x \geq \delta/2$. Define

$$\Theta(z, w) = \sum_{i=1}^n \lambda(|w - g_i(z)|) \frac{\partial g_i}{\partial z}(z), \quad (z, w) \in \overline{\mathbb{C}} \times \mathbb{C}. \quad (5.1)$$

Let $\mathcal{C}(\mathbb{C})$ denote the complex Banach space of bounded, continuous functions $\phi$ on $\mathbb{C}$ with the norm

$$\|\phi\| = \sup_{z \in \mathbb{C}} |\phi(z)|.$$

As usual, $L^\infty(\mathbb{C})$ denotes the complex Banach space of $L^\infty$ functions on $\mathbb{C}$ with the $L^\infty$-norm denoted by $\|\phi\|_\infty$.

Since $\Theta(z, f(z))$ is an $L^\infty$ function with a compact support in $\overline{\Delta}$ for any $f \in \mathcal{C}(\mathbb{C})$, we can define an operator $Q$ mapping functions in $\mathcal{C}(\mathbb{C})$ to functions in $L^\infty(\mathbb{C})$.
with compact support by
\[ Qf(z) = \Theta(z, f(z)), \quad f(z) \in \mathcal{C}(\mathbb{C}). \]

Since \( \Theta(z, w) \) is Lipschitz in the \( w \) variable with a Lipschitz constant \( L \) independent of \( z \in \overline{\mathbb{C}} \), we have
\[ |Qf(z) - Qg(z)| = |\Theta(z, f(z)) - \Theta(z, g(z))| \leq L|f(z) - g(z)|. \]

Thus,
\[ \|Qf - Qg\|_\infty \leq L\|f - g\| \]
and \( Q : \mathcal{C}(\mathbb{C}) \to L^\infty(\mathbb{C}) \) is a continuous operator.

Now consider the operator
\[ \mathcal{K} = \mathcal{P} \circ Q. \]
Clearly, it is a continuous operator from \( \mathcal{C}(\mathbb{C}) \) into itself.

**Lemma 22.** There is a constant \( C_3 > 0 \) such that
\[ \|\mathcal{K}f\| \leq C_3 \quad \text{for all } f \in \mathcal{C}(\mathbb{C}). \]

**Lemma 23.** Let \( p > 2 \) and
\[ 0 < \alpha = 1 - \frac{2}{p} < 1. \]
Then, for any \( f \in \mathcal{C}(\mathbb{C}) \), \( \mathcal{K}f \) is \( \alpha \)-Hölder continuous with a Hölder constant
\[ H = \max \{A(1)C_1, 2^{1+\alpha}C_3\} \]
where \( H \) is independent of \( f \).

**Lemma 24.** For any \( \varepsilon > 0 \), there exists an \( R > 0 \), such that \( |\mathcal{K}f(z)| < \varepsilon \) for all \( f \in \mathcal{C}(\mathbb{C}) \) and \( z \in \mathbb{C} \) with \( |z| \geq R \).

The above lemmas imply that \( \mathcal{K} : \mathcal{C}(\mathbb{C}) \to \mathcal{C}(\mathbb{C}) \) is a continuous compact operator. Recall from the statement of the main theorem that \( \zeta_{n+1} \) is any point in \( \overline{\mathbb{C}} \setminus \{0, 1, \infty\} \) distinct from \( \zeta_1, \ldots, \zeta_n \). For \( \zeta_{n+1} \), let
\[ \mathcal{B} = \{f \in \mathcal{C}(\mathbb{C}) : \|f\| \leq |\zeta_{n+1}| + C_3\}. \]
It is a bounded convex subset in $C(\mathbb{C})$. The continuous compact operator $\zeta_{n+1} + \mathcal{K}$ maps $\mathcal{B}$ into itself. By Schauder fixed point theorem (see Theorem 2A on page 56 of [64]) $\zeta_{n+1} + \mathcal{K}$ has a fixed point in $\mathcal{B}$. That is, there is a $g_{n+1} \in \mathcal{B}$ such that

$$g_{n+1}(z) = \zeta_{n+1} + \mathcal{K}g_{n+1}(z) \quad \text{for all } z \in \mathbb{C}.$$ 

Since $Qf(z)$ has a compact support in $\Delta$ for any $g \in C(\mathbb{C})$, $\mathcal{K}g_{n+1}(z) \to 0$ as $z \to \infty$.

So, $g_{n+1}$ can be extended continuously to $\infty$ such that $g_{n+1}(\infty) = \zeta_{n+1}$.

**Lemma 25.** The solution $g_{n+1}(z)$ is the unique fixed point of the operator $\zeta_{n+1} + \mathcal{K}$.

and $g_i(z)$ is the unique solution of the operator $\zeta_i + \mathcal{K}$ for all $1 \leq i \leq n$.

We claim that $g_{n+1}(z) \neq g_i(z)$ for all $z \in \mathbb{C}$ and $1 \leq i \leq n$.

Now, let

$$f_{n+1, r}(z) = g_{n+1}\left(\frac{1}{z}\right) \quad \text{for } |z| < 1.$$ 

Let

$$M_{n+1} = \{w \in \mathbb{C}^{n+1} : w_i \neq w_j \text{ for } i \neq j \text{ and } w_i \neq 0, 1 \text{ for all } i = 1, \cdots, n+1\}.$$ 

We can define a holomorphic function

$$F_r(z) = (f_{1, r}(z), \cdots, f_{n, r}(z), f_{n+1, r}(z)) : \Delta \to M_{n+1}.$$ 

Recall that $\widehat{E} = E \cup \{\zeta_{n+1}\}$.

By a theorem of Nag (see [58]), there exists a holomorphic universal covering map $\pi : T(\widehat{E}) \to M_{n+1}$ such that $\pi$ maps the basepoint in $T(\widehat{E})$ to the point $(\zeta_1, \cdots, \zeta_{n+1})$. Since $\Delta$ is simply connected, there exists a holomorphic map

$$\widehat{f}_r : \Delta \to T(\widehat{E})$$ 

such that $\pi \circ \widehat{f}_r = F_r$, and we can choose $\widehat{f}_r$ to be basepoint preserving.

Recall from the beginning of §5.3, that $f_r(z) = [w^r]_E$. Suppose $\widehat{f}_r(z) = [w^r]_{E'}$.

Then, by §5.1, we have

$$p_{E, E'}[w^r]_{E'} = [w^r]_E.$$
5.3. Proof of the lifting theorem

Consider the two maps $f_r : \Delta \rightarrow T(E)$ and $p_{E,E} \circ \widehat{f_r} : \Delta \rightarrow T(E)$. They are both basepoint preserving. Furthermore, at each $\zeta_i$, for $i = 1, \ldots, n$, we have $w^\mu(\zeta_i) = w^\nu(\zeta_i)$. Therefore, by Lemma 21, we conclude that $p_{E,E} \circ \widehat{f_r} = f_r$ on $\Delta$. This proves the lifting of the holomorphic map $f_r$ on $\Delta_r$.

Since $f_{n+1,r}$ misses the points 0, 1, and $\infty$, the family $\{f_{n+1,r}\}_{0 < r < 1}$ forms a normal family. Therefore, there exists a convergent subsequence $f_{n+1,r_k} \rightarrow f_{n+1}$ when $r_k \rightarrow 1$. It is clear that $f_{i,r_k} \rightarrow f_i$ when $r_k \rightarrow 1$. We claim that

**Lemma 26.** For all $z \in \Delta$, $f_{n+1}(z) \neq f_i(z)$.

See the proof at the end of this subsection.

For $z$ in $\Delta$, define

$$F(z) = \left( f_1(z), \ldots, f_{n+1}(z) \right).$$

By §1.3, $T(\hat{E})$ is identified with the classical Teichmüller space $\text{Teich}(\mathbb{C} \setminus \hat{E})$, which is finite dimensional. Since each $\widehat{f_r}(0) = [id] \in T(\hat{E})$ for all $0 < r < 1$, the family $\{\widehat{f_r}\}_{0 < r < 1}$ is relatively compact, because of the completeness of the Kobayashi distance (which is the same as Teichmüller distance) on $T(\hat{E})$ (see Proposition 3 in [48], and also [63]). The holomorphy of the limit function $\widehat{f}$ then follows from Weierstrass’ theorem, since $T(\hat{E})$ is a bounded domain in $\mathbb{C}^{n+1}$ via Bers embedding. Since $\pi \circ \widehat{f} = F$, we have $\pi \circ \widehat{f} = F$, by continuity.

Finally, suppose $f(z) = [w^\mu]_E$ and $\widehat{f}(z) = [w^\nu]_E$. By §5.1, we have

$$p_{E,E}\left( [w^\mu]_E \right) = [w^\nu]_E.$$

Consider two maps $f : \Delta \rightarrow T(E)$ and $p_{E,E} \circ \widehat{f} : \Delta \rightarrow T(E)$. They are both basepoint preserving. Furthermore, at each $\zeta_i$, we have $w^\mu(\zeta_i) = w^\nu(\zeta_i)$ (because $\pi \circ \widehat{f} = F$). It follows by Lemma 21 that $p_{E,E} \circ \widehat{f} = f$.

**Proof of Lemma 27** Consider a set of four points $S = \{z_1, z_2, z_3, z_4\}$ in $\mathbb{C}$. These points are distinct if and only if the cross ratio

$$Cr(S) = \frac{z_1 - z_3}{z_1 - z_4} : \frac{z_2 - z_3}{z_2 - z_4} = \frac{z_1 - z_3}{z_1 - z_4} : \frac{z_2 - z_3}{z_2 - z_4}.$$
is not equal to 0, 1, or ∞.

Consider \( S(z) = \{ f_i(z), f_j(z), f_{n+1}(z), \infty \} \). The cross ratio

\[
Cr(S(z)) = \frac{f_i(z) - f_{n+1}(z)}{f_j(z) - f_{n+1}(z)}.
\]

We only need to show that for any fixed \( 0 < r_0 < 1 \), \( Cr(S(z)) \) is not equal to 0, 1, or ∞ for any \( z \in \Delta_{r_0} \) where \( \Delta_{r_0} \) is the disk centered at zero with radius \( r_0 \).

For any \( 0 < r < 1 \), let \( S_r(z) = \{ f_{i,r}(z), f_{j,r}(z), f_{n+1,r}(z), \infty \} \). Then

\[
Cr(S_r(z)) = \frac{f_{i,r}(z) - f_{n+1,r}(z)}{f_{j,r}(z) - f_{n+1,r}(z)}.
\]

Since \( \mathbb{C} \setminus \{ 0, 1 \} \) is complete hyperbolic and

\[
Cr(S_r(0)) = \frac{\zeta_i - \zeta_{n+1}}{\zeta_j - \zeta_{n+1}} \in \mathbb{C} \setminus \{ 0, 1 \}
\]

for all \( 0 < r < 1 \), again by Proposition 3 in [48], the family \( \{ Cr(S_r(z)) \}_{0 < r < 1} \) is relatively compact in the space of holomorphic mappings from \( \Delta \) to \( \mathbb{C} \setminus \{ 0, 1 \} \). Thus, for any \( |z| < r_0 \) and for any \( 0 < r < 1 \), we obtain

\[
|Cr(S_r(z))| \leq K
\]

for some \( K > 0 \).

This implies that the cross ratio \( Cr(S(z)) \) is bounded away from ∞ by \( K \), by letting \( r \to 1^- \). Following a similar argument, we can show that the cross ratio \( Cr(S(z)) \) is also bounded away from 0 and 1 for any \( |z| < r_0 \). So \( f_{n+1}(z) \neq f_i(z) \) for any \( 1 \leq i \leq n \) on \( \Delta_{r_0} \). Since \( 0 < r_0 < 1 \) is an arbitrary number, we conclude that \( f_{n+1}(z) \neq f_i(z) \) on \( \Delta \), for any \( 1 \leq i \leq n \). This completes the proof. \( \square \)

### 5.4 Some concluding remarks

In their papers [9], Bers and Royden showed the intimate relationship between Teichmüller spaces and holomorphic motions. They noted that the lifting problem in §5.1 is nicely connected with the question of extending holomorphic motions. In fact, in Proposition 14 of our paper, let \( V = \Delta \) and \( E \) and \( \hat{E} \) be the two finite
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sets given in the statement of our main theorem. Then, by our main theorem and Proposition 14, it follows that every holomorphic motion of $E$ over $\Delta$ extends to a holomorphic motion of $\hat{E}$ (over $\Delta$). By Proposition 1 in [9], it then follows that given any holomorphic motion $\phi : \Delta \times K \to \mathbb{C}$, where $K$ is any set in $\mathbb{C}$ (not necessarily closed), there exists a holomorphic motion $\hat{\phi} : \Delta \times \mathbb{C} \to \mathbb{C}$ such that $\hat{\phi}$ extends $\phi$.

It is important to note that the lifting problem that we discuss in our main theorem does not work if $\Delta$ is replaced by a domain in $\mathbb{C}^n$ ($n \geq 2$). In fact, let $E$ and $\hat{E}$ be the two given finite sets in our main theorem, and $n \geq 2$. Then, by our discussion in §5.1, $T(E)$ and $T(\hat{E})$ are the classical Teichmüller spaces of the sphere with punctures at $E$ and $\hat{E}$ respectively. Consider the identity map $i : T(E) \to T(E)$; if it has a holomorphic lift into $T(\hat{E})$, i.e. if there exists a holomorphic map $g : T(E) \to T(\hat{E})$ such that $p_{\hat{E},E} \circ g = i$, then the map $g$ will be a holomorphic section of the map $p_{\hat{E},E}$. This is impossible by a theorem of Earle and Kra; see [20] (also proved by Hubbard in [40]). By Proposition 14, that also means that the universal holomorphic motion $\Psi_E : T(E) \times E \to \mathbb{C}$ cannot be extended to a holomorphic motion of the set $\hat{E}$.
Kobayashi’s and Teichmüller metrics on $T(R)$

## 6.1 Kobayashi’s and Teichmüller metrics

Suppose $\mathcal{N}$ is a connected complex manifold over a complex Banach space. Let $\mathcal{H} = \mathcal{H}(\Delta, \mathcal{N})$ be the space of all holomorphic maps from $\Delta$ into $\mathcal{N}$. For $p$ and $q$ in $\mathcal{N}$, let

$$d_1(p, q) = \log \frac{1 + r}{1 - r},$$

where $r$ is the infimum of the nonnegative numbers $s$ for which there exists $f \in \mathcal{H}$ such that $f(0) = p$ and $f(s) = q$. If no such $f \in \mathcal{H}$ exists, then $d_1(p, q) = \infty$.

Let

$$d_n(p, q) = \inf \sum_{i=1}^{n} d_1(p_{i-1}, p_i)$$

where the infimum is taken over all chains of points $p_0 = p, p_1, ..., p_n = q$ in $\mathcal{N}$. Obviously, $d_{n+1} \leq d_n$ for all $n > 0$.

**Definition 26** (Kobayashi’s metric). The Kobayashi pseudo-metric $d_K = d_{K, \mathcal{N}}$ is
defined as
\[ d_K(p, q) = \lim_{n \to \infty} d_n(p, q), \quad p, q \in \mathcal{N}. \]

In general, it is possible that \( d_K \) is identically equal to 0, which is the case for example if \( \mathcal{N} = \mathbb{C} \).

Another way to describe \( d_K \) is the following. Let the Poincaré metric on the unit disk \( \Delta \) be given by
\[ \rho_\Delta(z, w) = \log \frac{1 + \frac{|z-w|}{|1-z\bar{w}|}}{1 - \frac{|z-w|}{|1-z\bar{w}|}}, \quad z, w \in \Delta. \]
Then \( d_K \) is the largest pseudo metric on \( \mathcal{N} \) such that
\[ d_K(f(z), f(w)) \leq \rho_\Delta \]
for all \( z \) and \( w \in \Delta \) and for all holomorphic maps \( f \) from \( \Delta \) into \( \mathcal{N} \). The following is a consequence of this property.

**Proposition 14.** Suppose \( \mathcal{N} \) and \( \mathcal{N}' \) are two complex manifolds and \( F: \mathcal{N} \to \mathcal{N}' \) is holomorphic. Then
\[ d_{K,\mathcal{N}'}(F(p), F(q)) \leq d_{K,\mathcal{N}'}(p, q). \]

**Lemma 27.** Suppose \( \mathcal{B} \) is a complex Banach space with norm \( \| \cdot \| \). Let \( \mathcal{N} \) be the unit ball of \( \mathcal{B} \) and let \( d_K \) be the Kobayashi’s metric on \( \mathcal{N} \). Then
\[ d_K(0, v) = \log \frac{1 + \|v\|}{1 - \|v\|} = 2 \tanh^{-1} \|v\|, \quad \forall v \in \mathcal{N}. \]

**Proof** Pick a point \( v \) in \( \mathcal{N} \). The linear function \( f(c) = cv/\|v\| \) maps the unit disk \( \Delta \) into the unit ball \( \mathcal{N} \), and takes \( \|v\| \) into \( v \), and 0 into 0. Therefore
\[ d_K(0, v) \leq \rho_\Delta(0, \|v\|), \]
where \( \rho_\Delta \) is the Kobayashi’s metric on \( \Delta \) (it coincides with the Poincaré metric on \( \Delta \)).
On the other hand, by the Hahn-Banach theorem, there exists a continuous linear function $L$ on $\mathcal{N}$ such that $L(v) = \|v\|$ and $\|L\| = 1$. Thus, $L$ maps $\mathcal{N}$ into the unit disk $\Delta$, and so

$$d_K(0, v) \geq \rho_\Delta(0, \|v\|).$$

Therefore,

$$d_K(0, v) = \rho_\Delta(0, \|v\|) = \log \frac{1 + \|v\|}{1 - \|v\|} = 2 \tanh^{-1} \|v\|.$$

Assume $R$ is a Riemann surface conformal to $\Delta/\Gamma$ where $\Gamma$ is a discontinuous, fixed point free group of hyperbolic isometries of $\Delta$. Let $\mathcal{M} = \mathcal{M}(\Gamma)$ be the unit ball of the complex Banach space of all $\mathcal{L}^\infty$ functions defined on $\Delta$ satisfying the $\Gamma$-invariance property:

$$\mu(\gamma(z)) \overline{\gamma'(z)} = \mu(z)$$

(6.1)

for all $z$ in $\Delta$ and all $\gamma$ in $\Gamma$. An element $\mu \in \mathcal{M}$ is called a Beltrami coefficient on $R$. Points of the Teichmüller space $T = T(R)$ are represented by equivalence classes of Beltrami coefficients $\mu \in \mathcal{M}$. Two Beltrami coefficients $\mu, \nu \in \mathcal{M}$ are in the same Teichmüller equivalence class if the quasiconformal self maps $f^\mu$ and $f^\nu$ which preserve $\Delta$ and which are normalized to fix $0, i$ and $-1$ on the boundary of the unit disk coincide at all boundary points of the unit disk.

**Definition 27** (Teichmüller’s metric). For two elements $[\mu]$ and $[\nu]$ of $T(R)$, Teichmüller’s metric is equal to

$$d_T([\mu], [\nu]) = \inf \log K(f^\mu \circ (f^\nu)^{-1}),$$

where the infimum is over all $\mu$ and $\nu$ in the equivalence classes $[\mu]$ and $[\nu]$, respectively. In particular,

$$d_T(0, [\mu]) = \log \frac{1 + k_0}{1 - k_0}$$

where $k_0$ is the minimal value of $\|\mu\|_\infty$, where $\mu$ ranges over the Teichmüller class $[\mu]$.
Lemma 28. Let $d_K$ and $d_T$ be Kobayashi’s and Teichmüller’s metrics of $T(R)$. Then $d_K \leq d_T$.

Proof. Let a Beltrami coefficient $\mu$ satisfying (6.1) be extremal in its class and $|\mu|_\infty = k$. This is possible because by normal families argument every class possesses at least one extremal representative. By the definition of Teichmüller’s metric

$$d_T(0, [\mu]) = \log \frac{1 + k}{1 - k}.$$ 

For such a $\mu$, let $g(c) = [c\mu/k]$. Then $g(c)$ is a holomorphic function of $c$ for $|c| < 1$ with values in the Teichmüller space $T(R)$, $g(0) = 0$ and $g(k) = [\mu]$. Hence

$$d_K(0, [\mu]) \leq d_1(0, [\mu]) \leq d_T(0, [\mu]).$$

Now the right translation mapping $\alpha([f^\mu]) = [f^\mu \circ (f^{\nu})^{-1}]$ is biholomorphic, so it is an isometry in Kobayashi’s metric. We also know that it is an isometry in Teichmüller’s metric. Therefore, the inequality

$$d_K([\nu], [\mu]) \leq d_1([\nu], [\mu]) \leq d_T([\nu], [\mu])$$

holds for an arbitrary pair of points $[\mu]$ and $[\nu]$ in the Teichmüller space $T(R)$.

In order to describe holomorphic maps into $T(R)$ we will use the Bers’ embedding by which $T(R)$ is realized as a bounded domain in the Banach space $B(R)$ of equivariant cusp forms. Here $B(R)$ consists of the functions $\varphi$ holomorphic in $\Delta^c$ for which

$$\sup_{z \in \Delta^c} \{|(|z|^2 - 1)^2|\varphi(z)|\} < \infty$$

and for which

$$\varphi(\gamma(z))(\gamma'(z))^2 = \varphi(z)$$

for all $\gamma \in \Gamma$.

We assume $\Gamma$ is a Fuchsian covering group such that $\Delta/\Gamma$ is conformal to $R$. For any Beltrami differential $\mu$ supported on $\Delta$, we let $w^\mu$ be the quasiconformal
self-mapping of $\overline{\mathbb{C}}$ which fixes 1, $i$ and $-1$ and which has Beltrami coefficient $\mu$ in $\Delta$ and Beltrami coefficient identically equal to zero in $\Delta^c$. Let $w^\mu$ restricted to $\Delta^c$ be equal to the Riemann mapping $g^\mu$. Then $g^\mu$ has the following properties:

a) $g^\mu$ fixes the points 1, $i$ and $-1$,

b) $g^\mu(\partial \Delta)$ is a quasiconformal image of the circle $\partial \Delta$,

c) $g^\mu$ is univalent and holomorphic in $\Delta^c$.

d) $g^\mu \circ \gamma \circ (g^\mu)^{-1}$ is equal to a Möbius transformation $\tilde{\gamma}$, for all $\gamma$ in $\Gamma$, and

e) $g^\mu$ determines and is determined uniquely by the corresponding point in $T(R)$.

The Bers’ embedding maps the Teichmüller equivalence class of $\mu$ to the Schwarzian derivative of $g^\mu$ where the Schwarzian derivative of a $C^3$ function $g$ is defined by

$$S(g) = \left( \frac{g''}{g'} \right)' - \frac{1}{2} \left( \frac{g''}{g'} \right)^2.$$ 

For more details about Schwarzian derivatives and complex structures, please read Chapter 1. In the next section we use this realization of the complex structures to prove that $d_T \leq d_K$.

### 6.2 The Lifting Problem

Let $\Phi$ be the natural map from the space $\mathcal{M}$ of Beltrami differentials on $R$ onto $T(R)$ and let $f$ be a holomorphic map from the unit disk into $T(R)$ with $f(0)$ equal to the base point of $T(R)$. The lifting problem is the problem of finding a holomorphic map $\tilde{f}$ from $\Delta$ into $\mathcal{M}$, such that $\tilde{f}(0) = 0$ and $\Phi \circ \tilde{f} = f$.

In this section we prove the theorem of Earle, Kra and Krushkal [21] which says that the lifting problem always has a solution. We follow their technique which relies on proving an equivariant version of Slodkowski’s extension theorem and then going on to show that the positive solution to the lifting problem implies $d_T \leq d_K$. 
for every Riemann surface that has a nontrivial Teichmüller space with complex structure.

**Theorem 35** (An equivariant version of Slodkowski’s extension theorem of Earle Kra and Krushkal). Let \( h(c, z) \) be a holomorphic motion of \( \Delta^c = \mathbb{C} \setminus \Delta \) parametrized by \( \Delta \) and with base point 0 and let \( \Gamma \) be a torsion-free group of Möbius transformations mapping \( \Delta^c \) onto itself. Suppose for each \( \gamma \in \Gamma \) and \( c \in \Delta \) there is a Möbius transformation \( \tilde{\gamma}_c \) such that

\[
h(c, \gamma(z)) = \tilde{\gamma}_c(h(c, z)), \quad \forall \ z \in \Delta^c.
\]

Then \( h(c, z) \) can be extended to a holomorphic motion \( H(c, z) \) of \( \mathbb{C} \) parametrized by \( \Delta \) and with base point 0 in such a way that

\[
H(c, \gamma(z)) = \tilde{\gamma}_c(H(c, z))
\]

holds for \( \gamma \in \Gamma \), \( c \in \Delta \) and \( z \in \mathbb{C} \).

**Proof** Observe that \( \tilde{\gamma}_c \) is uniquely determined for all \( c \in \Delta \) because \( \Delta^c \) contains more than two points. To extend \( h(c, z) \) to \( \Delta \), start with an point \( w \in \Delta \). By Theorem 17, the motion \( h(c, z) \) can be extended to a holomorphic motion (still denote it as \( h(c, z) \)) of the closed set \( \Delta^c \cup \{w\} \). Furthermore, we may extend it to the orbit of \( w \) using the \( \Gamma \)-invariant property:

\[
h(t, \gamma(w)) = \tilde{\gamma}_c(h(c, w)),
\]

for all \( \gamma \in \Gamma \). Since every \( \gamma \in \Gamma \) is fixed point free on \( \Delta \), the motion \( h(c, z) \) is well defined and satisfies the \( \Gamma \)-invariant property for all \( c \in \Delta \) and all \( z \) in the set

\[
E = \{ \gamma(w) : \gamma \in \Gamma \} \cup (\mathbb{C} \setminus \Delta).
\]

So we only need to show that \( h(c, z) \) is a holomorphic motion of \( E \). Observe first that \( h(0, z) = z \) since \( \tilde{\gamma}_0 = \gamma \) for all \( \gamma \in \Gamma \). To show \( h(c, z) \) is injective for all
fixed $c \in \Delta$, suppose $h(c, z_1) = h(c, z_2)$ for some $c \in \Delta$. Since $h(c, z)$ is injective on $\Delta^c \cup \{w\}$, we may assume that $z_1 = g(w)$ for some $g \in \Gamma$. By $\Gamma$-invariant property,

$$h(c, w) = (\tilde{g}_c)^{-1}(h(c, z_1)).$$

Thus,

$$h(c, w) = (\tilde{g}_c)^{-1}(h(c, z_2)) = h(c, g^{-1}(z_2)),$$

and we conclude that $z_2$ belongs to the $\Gamma$-orbit of $w$. Let $z_2 = \beta(w)$ for some $\beta \in \Gamma$. Then

$$h(c, w) = \tilde{g}_c(h(c, w)),$$

where $\gamma = g^{-1} \circ \beta$. Therefore $h(c, w)$ is a fixed point of $\tilde{g}_c$. On the other hand, since $\gamma$ is a hyperbolic Möbius transformation, $\tilde{g}_c$ is also hyperbolic, so unless $\tilde{g}_c$ is identity, it can only fix points on the set $h(c, \partial \Delta))$. Hence $\gamma$ is the identity map and $z_1 = z_2$.

Finally, we will show that $l : c \to h(c, z)$ is holomorphic for any fixed $z \in E$. we may assume $z = g(w), g \in \Gamma \setminus \{identity\}$. Then $l(c) = h(c, g(w)) = \tilde{g}_c(h(c, w))$.

Since $c \to h(c, w)$ is holomorphic and $\tilde{g}_c$ is a Möbius transformation, it is enough to prove the map $k : c \to \tilde{g}_c(\zeta)$ is holomorphic for any fixed $\zeta$. Applying the $\Gamma$-invariant property to the three points $0, 1, \infty$, we obtain

$$\tilde{g}_c(0) = h(c, g(0)),$$

$$\tilde{g}_c(1) = h(c, g(1)),$$

$$\tilde{g}_c(\infty) = h(c, g(\infty)).$$

The right-hand sides of these three equations are holomorphic, so the maps $c \mapsto \tilde{g}_c(0), c \mapsto \tilde{g}_c(1)$ and $c \mapsto \tilde{g}_c(\infty)$ are holomorphic. Since $\tilde{g}_c$ is a Möbius transformation, $k : c \to \tilde{g}_c(\zeta)$ is holomorphic.

Therefore, we have extended $h(c, z)$ to a holomorphic motion of

$$\Delta^c \cup \{the \ \Gamma \ orbit \ of \ z\}.$$
By repeating this extension process to a countable set of points whose $\Gamma$ orbits are dense in $\Delta$, we obtain the extension $H(c, z)$ of $h(c, z)$ with the property that

$$H(c, \gamma(z)) = \tilde{\gamma}_c(H(c, z))$$

for all $\gamma \in \Gamma$, $c \in \Delta$ and $z \in \overline{\mathbb{C}}$.

This equivariant version of Slodkowski’s extension theorem leads almost immediately to the following lifting theorem.

**Theorem 36** (The lifting theorem). If $f : \Delta \to T(R)$ is holomorphic, then there exists a holomorphic map $\tilde{f} : \Delta \to M$ such that

$$\Phi \circ \tilde{f} = f.$$ 

If $\mu_0 \in M$ and $\Phi(\mu_0) = f(0)$, we can choose $\tilde{f}$ such that $\tilde{f}(0) = \mu_0$.

**Proof** By using the translation mapping $\alpha$ of the Teichmüller space given by

$$\alpha([w^\mu]) = [w^\mu \circ (w^\nu)^{-1}],$$

we may assume $f(0) = 0$. For each $c \in \Delta$, let $g(c, \cdot)$ be a meromorphic function whose Schwarzian derivative is $f(c)$. Then on $\overline{\mathbb{C}} \setminus \Delta$ the map $g(c, \cdot)$ is injective, and we can specify $g(c, \cdot)$ uniquely by requiring that it fix $1, i$ and $-1$. Thus $g(0, z) = z$.

It is easy to verify that

$$g(c, z) : \Delta \times (\overline{\mathbb{C}} \setminus \Delta) \to \overline{\mathbb{C}}$$

is a holomorphic motion. For every $\gamma \in \Gamma$ and $c \in \Delta$, there exists a Möbius transformation $\tilde{\gamma}_c$ such that

$$g(c, \gamma(z)) = \tilde{\gamma}_c(g(c, z)).$$

Using the equivalent version of Slodkowski’s extension theorem, we extend $g$ to a $\Gamma$-invariant holomorphic motion (still denote it as $g$) of $\overline{\mathbb{C}}$. For each $c \in \Delta$, let $\tilde{f}(c)$ be the complex dilatation

$$\tilde{f}(c) = \frac{g_x}{g_z}.$$
Then the $\Gamma$-invariant property of $g$ implies that $\tilde{f}(c) \in \mathcal{M}$. From Theorem 17 in Section 4, we know that $\tilde{f}(c)$ is a holomorphic function of $c$. By the definition of the Bers embedding, $\Phi(\tilde{f}(c))$ is the Schwarzian derivative of $g$. So $\Phi(\tilde{f}(c)) = g(c)$.

Now we will use the lifting theorem to show that the Teichmüller metric and Kobayashi’s metric of $T(R)$ coincide.

**Lemma 29.** Suppose $\mathcal{M}$ is the unit ball in the space of essentially bounded Beltrami differentials on a Riemann surface $R$. Let $d_K$ be the Kobayashi’s metric on $\mathcal{M}$. Then

$$d_K(\mu, \nu) = 2 \tanh^{-1} \left| \frac{\mu - \nu}{1 - \overline{\nu} \mu} \right|_\infty$$

for all $\mu$ and $\nu$ in $\mathcal{M}$.

**Proof** From Lemma 27, for any $\nu \in \mathcal{M}$,

$$d_K(0, \nu) = 2 \tanh^{-1} \| \nu \|_\infty$$

Observe the function defined by

$$\lambda \mapsto \frac{\nu - \lambda}{1 - \overline{\nu} \lambda}$$

is a biholomorphic self map of $\mathcal{M}$. Therefore

$$d_K(\mu, \nu) = 2 \tanh^{-1} \left| \frac{\mu - \nu}{1 - \overline{\nu} \mu} \right|_\infty .$$

**Theorem 37** (Gardiner [25], [26], and Royden [59]). The Teichmüller’s and Kobayashi’s metrics of $T(R)$ coincide.

**Proof** In Lemma 28 we already showed that $d_K \leq d_T$, So we only need to prove $d_K \geq d_T$. Choose a holomorphic map $f : \Delta \rightarrow T(R)$ so that $f(0) = 0$ and $f(c) = \left[ \mu \right]$ for some $c \in \Delta$. Then the lifting theorem implies there exists a holomorphic map $\tilde{f} : \Delta \rightarrow \mathcal{M}$ so that

$$\Phi(\tilde{f}(c)) = f(c) = \left[ \mu \right] .$$
So
\[ d_K(0, \tilde{f}(c)) \leq \rho_{\Delta}(0, c). \]

By Lemma 29 and definition of Teichmüller metric,
\[ d_T(0, [\mu]) \leq d_K(0, \tilde{f}(c)). \]

Therefore,
\[ d_T(0, [\mu]) \leq \rho_{\Delta}(0, c). \]

Taking the infimum over all such \( f \), we have
\[ d_T(0, [\mu]) \leq d_K(0, [\mu]). \]

Hence \( d_T \leq d_K \).
Kobayashi’s and Teichmüller’s Metrics on $\mathcal{T}_0$

Contents

7.1 Kobayashi’s metric $\geq$ Teichmüller’s metric on $\mathcal{T}_0$ \hfill 103
7.2 Extremal maps of points in $\mathcal{T}_0$ \hfill 105
7.3 The proof of Theorem 38, $d_K = d_T$ on $\mathcal{T}_0$ \hfill 107
7.4 Approaching by frame mapping \hfill 109

7.1 Kobayashi’s metric $\geq$ Teichmüller’s metric on $\mathcal{T}_0$

This chapter is a joint work with Jun Hu and Yunping Jiang. We study an interesting sub-space of $\mathcal{T}$ which was introduced by Gardiner and Sullivan in [36]. It is the space of all symmetric orientation-preserving homeomorphisms $g$ of the unit circle modulo the space of all Möbius transformations preserving the unit circle. Denote it by $\mathcal{T}_0$, it is also a complex Banach manifold modeled on another complex Banach space. So it has two natural metrics: one is the restriction of Teichmüller’s metric from $\mathcal{T}$ to $\mathcal{T}_0$ and the other is Kobayashi’s pseudo-metric. As an immediate consequence of Corollary 2 [30, pp.298], Earle, Gardiner and Lakic concluded in Theorem 1 of [19] that these two metrics coincide with each other, that is,

Theorem 38 ([19]). Teichmüller’s metric coincides with Kobayashi’s metric on $\mathcal{T}_0$. 

---

Extended Literature References


---

More Information and Resources

For in-depth study, consult the following resources:

1. **Quasiconformal Mappings in the Plane** by Carleson and Makarov, which provides a comprehensive treatment of the subject.
2. **Quasiconformal Maps and Teichmüller Theory** by Beurling, which offers a detailed exploration of the topic.
3. **Complex Analysis** by Ahlfors, for a broader understanding of complex functions and their applications.
4. **Teichmüller Spaces and Quadratic Differentials** by Fine and Maskit, which focuses on the geometric aspects of the theory.
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For those interested in pursuing this topic further, consider the following books and articles:

- **Complex Analysis** by Lars V. Ahlfors, which is a classic text on the subject.
- **Quasiconformal Maps in the Plane** by Lars V. Ahlfors and Евгений Иванович Чехов, which delves into the theory of quasiconformal maps.
- **Teichmüller Spaces and Quadratic Differentials** by E. G. Fine and H. A. Masur, which offers a detailed study of Teichmüller spaces.
- **Quasiconformal Mappings and Teichmüller Theory** by C. J. Earle and N. F. Lakic, which provides a modern perspective on the subject.
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The purpose of this chapter is to give a direct proof of this theorem. The main idea of our proof is to construct a sequence of holomorphic quadratic differentials converging to a holomorphic quadratic differential \( \varphi \) for which the Beltrami coefficient of the extremal map can be expressed by \( k \frac{|w|}{\rho} \) for \( 0 < k < 1 \).\(^{\text{(see the forth paragraph in §7.4)}}\) By using the technique similar to the proof of Sreben's frame mappings theorem, we show that the limiting holomorphic quadratic differential is not identical zero. It seems to us that this method can be generalized to give a direct proof of Corollary 2 in [30, pp.298].

The space \( \mathcal{T}_0 \) is a sub-manifold of \( \mathcal{T} \). The restriction of Teichmüller's metric \( d_T \) to it is also a metric. We use \( d_{T_0} \) to denote \( d_T|_{\mathcal{T}_0} \) and \( d_{K_0} \) to denote Kobayashi's metric on \( \mathcal{T}_0 \). Proposition 12, in chapter 6, implies the following lemma,

**Lemma 30.** For any \( \tau, \tau' \in \mathcal{T}_0 \),

\[
d_{K_0}(\tau, \tau') \geq d_K(\tau, \tau') = d_T(\tau, \tau') = d_{T_0}(\tau, \tau').
\]

And in chapter 1, we already showed the following proposition,

**Proposition 15** (Gardien-Sullivan [36]). *If \( f \) is symmetric, then its Beurling-Ahlfors extension \( F \) is asymptotically conformal.*

More importantly, the Beltrami curve \( t\mu(F), t \in \Delta \), induced by the Beltrami coefficient of \( F \), stays in the space of asymptotically conformal maps and hence in the space of symmetric homeomorphisms. Furthermore, the space \( S \) of symmetric homeomorphism is a manifold isomorphic to \( \text{PSL}(2, \mathbb{R}) \times \mathcal{T}_0 \), that is, \( \mathcal{T}_0 \) is the quotient space of \( S \) up to post-compositions by the isometries on \( \mathbb{H} \).

In order to complete the proof of Theorem 38, it is left to show

\[
d_{K_0}(\tau, \tau') \leq d_{T_0}(\tau, \tau').
\]

for any \( \tau, \tau' \in \mathcal{T}_0 \).

Before we show it in Section 7.3, we prepare some background about Teichmüller maps in Section 7.2.
7.2 Extremal maps of points in $\mathcal{T}_0$

In our efforts of trying to prove that Kobayashi’s metric is less than or equal to Teichmüller’s metric on $\mathcal{T}_0$, we make a lot of use of the property that each point $[f] \in \mathcal{T}_0$ has a unique extremal map of the Teichmüller form. Note that the property fails in the space $\mathcal{T}$. In this section, we recall why it is so. Our major reference is Reich’s chapter on extremal quasiconformal mappings in [49].

Given any point $[f] \in \mathcal{T}$, let $f_0$ be an extremal map in its class, an element $f_1 \in [f]$ is called a frame mapping for $f_0$ if there exists a compact subset $\Omega$ in $\Delta$ such that

$$\sup_{z \in \Delta \setminus \Omega} K(f_1)(z) < K(f_0),$$

where $K(f_1)(z) = \frac{1+\mu_0(f_1)(z)}{1-\mu_0(f_1)(z)}$ and $K(f_0)$ is the maximal value of $K(f_0)(z)$ for all points $z \in \Delta$. By Proposition 15, we see that any non-base point $[f] \in \mathcal{T}_0$ has a frame mapping.

A sequence $\{\varphi_n\}$ of quadratic differentials on $\Delta$ is called a Hamilton sequence for $\mu_0$ if $||\varphi_n|| = 1$ for each $n$ and $\lim_{n \to \infty} \sup \int_R \mu_0 \varphi_n dx = ||\mu_0||_\infty$.

Theorem 39 (Hamilton-Krushkal Theorem). Given any point $[f] \in \mathcal{T}$, if $f^{\mu_0}$ is extremal in $[f]$, then $\mu_0$ has a Hamilton sequence.

Theorem 40 (Strebel’s Frame Mapping Theorem). For any non-base point $[f] \in \mathcal{T}$, if an extremal map $f_0$ for $[f]$ has a frame mapping, then it has a unique extremal map whose Beltrami coefficient of the Teichmüller form $\mu_0 = k_0 \frac{\varphi_0}{\overline{\varphi_0}}$, where $0 < k_0 < 1$ and $\varphi_0$ is a holomorphic quadratic differential with $||\varphi_0|| = 1$.

Now for each non-base point $[f] \in \mathcal{T}_0$, we obtain

Theorem 41 (Teichmüller’s Existence and Uniqueness Theorem). Each non-base point $[f]$ in $\mathcal{T}_0$ has a unique extremal map whose Beltrami coefficient of the Teichmüller form.
In the rest of this section, we prepare another proposition for the next section (see also \[30\] and \[61\]).

**Proposition 16.** Assume that \(\{\varphi_n\}\) is a sequence of holomorphic quadratic differential on \(\Delta\) with \(||\varphi_n|| = 1\). Then there exists a holomorphic function \(\varphi_0\) on \(\Delta\) with \(||\varphi_0|| \leq 1\) such that a subsequence of \(\{\varphi_n\}\) converges to \(\varphi_0\) uniformly on any compact subset of \(\Delta\).

**Proof** It suffices to show \(\{\varphi_n\}\) is uniformly bounded on any compact subset \(\Omega \subset \Delta\). Suppose not, then there exists a compact subset \(\Omega\) and a sequence of points \(\{z_n\}\) in \(\Omega\) and a subsequence of \(\{\varphi_n\}\), still denoted by \(\{\varphi_n\}\), such that \(|\varphi_n(z_n)| \geq n\). Since \(\Omega\) is compact, \(\{z_n\}\) has an accumulation point \(z_0\) in \(\Omega\). Then there exists a subsequence of \(\{z_n\}\), still denoted by \(\{z_n\}\), such that \(z_n\) converges to \(z_0\). Choose a small \(r > 0\) such that the closed disk \(B(z_0, r)\) centered at \(z_0\) and of radius \(r\) is contained in \(\Delta\). Then \(z_n \in B(z_0, \frac{r}{4})\) when \(n\) is bigger than a large number \(N\). For any \(n > N\), one can apply the Cauchy integral formula for \(\varphi_n(z_n)\) to obtain

\[
|n| \leq |\varphi_n(z_n)| \leq \frac{1}{2\pi} \int_{|z-z_n|=r'} \frac{|\varphi_n(z)|}{|z-z_n|} r'd\theta
\]

for each \(\frac{r}{2} \leq r' \leq r\). And then

\[
n \leq \frac{1}{2\pi} \int_{|z-z_0|=r'} |\varphi_n(z)| \frac{4}{r} r'd\theta = \frac{2}{\pi} \int_{|z-z_0|=r'} |\varphi_n(z)| d\theta.
\]

Multiplying the previous inequality by \(r')\) and integrating both sides in radial direction from \(\frac{r}{2}\) to \(r\), we obtain

\[
\frac{3}{8}nr^2 = n \int_{\frac{r}{2}}^{r} r'dr' \leq \frac{2}{\pi} \int_{\frac{r}{2}}^{r} \int_{|z-z_0|=r'} |\varphi_n(z)| d\theta dr' \leq \frac{2}{\pi} |\varphi_n|| = \frac{2}{\pi}.
\]

Hence \(\frac{3}{8}nr^2 \leq \frac{2}{\pi}\) for any \(n > N\). This is a contradiction when \(n\) is large enough. Therefore \(\{\varphi_n\}\) is uniformly bounded on any compact subset \(\Omega \subset \Delta\). By Fatou’s Lemma, \(||\varphi_0|| \leq 1\).
7.3. The proof of Theorem 3.8, $d_K = d_T$ on $\mathcal{T}_0$

To complete our proof of Theorem 3.8, it is left to show that

$$d_{K_0}(\tau, \tau') \leq d_{\mathcal{T}_0}(\tau, \tau')$$

for any $\tau, \tau' \in \mathcal{T}_0$. Since the right translation map $\alpha([f^\mu]) = [f^\mu \circ (f')^{-1}]$ is an isometry in the both Kobayashi’s and Teichmüller’s metrics, it suffices to show

$$d_{K_0}([0], \tau) \leq d_{\mathcal{T}_0}([0], \tau)$$

for any point $\tau \in \mathcal{T}_0$. By Theorem 4.1, $\tau$ has a unique extremal map $f_0$ with Beltrami coefficient $k_0 \frac{\bar{\varphi}_0}{\varphi_0}$, where $0 < k_0 < 1$, and $\varphi_0$ is a holomorphic quadratic differential with $|\varphi_0| = 1$. Let $K_0 = \frac{1}{2} \log \frac{1+k_0}{1-k_0}$. In the meantime, by the Beurling-Ahlfors Theorem, $\tau$ has an asymptotically conformal representative $f$, denote its Beltrami coefficient by $\mu$. Let $K$ be the maximal complex dilatation of $f$. $f_0$ is the unique extremal map in $\tau$, so $1 < K_0 < K$.

Let $D_n$ denote the open disk centered at 0 and of radius $1 - \frac{1}{n}$. Then there exists a large $N$ such that $K(f)(z) < K_0$ for any point $z$ in $\Delta \setminus D_N$.

Let $n > N$ and $h_n(z)$ be the restriction of $f$ on the boundary of $D_n$. Observe first that the maximal complex dilation $K_0(h_n)$ of any extremal map of $h_n$ is greater than or equal to $K_0$; otherwise the maximal dilation of the extremal map of $\tau$ can be decreased. Hence the restriction of $f$ to $D_n$ is a frame map for $h_n$. Again by Theorem 4.1, $h_n$ has a unique extremal representative $\tilde{f}_n : D_n \to f(D_n)$ with boundary value $h_n$ and with the Beltrami coefficient $\tilde{\mu}_n = k_n \frac{|\varphi_n|}{\bar{\varphi}_n}$, where $\int_{D_n} |\varphi_n| dxdy = 1$.

Now we define $f_n$ to be equal to $\tilde{f}_n$ on $D_n$ and $f$ on $\Delta \setminus D_n$. Let $\mu_n$ be the Beltrami coefficient of $f_n$, that is, $\mu_n = \mu$ on $\Delta - D_n$, and $\mu_n = \tilde{\mu}_n$ on $D_n$. Let $K_n$ be the maximal dilation of $f_n$. Then for each $n > N$, (i) $K_n > K_0$, (ii) $|\mu_n| = |\mu|$ and (iii) $|t\mu_n| \in T_0$ for each $t \in \Delta$. The holomorphic map

$$g : \Delta \to T_0 : t \mapsto \left[ \frac{t\mu_n}{||\mu_n||_\infty} \right]$$
implies
\[ d_{K_0}([0], \tau) \leq d_1([0], \tau) \leq \frac{1}{2} \log \frac{1 + \|\mu_n\|_\infty}{1 - \|\mu_n\|_\infty} = \frac{1}{2} \log K_n. \]

We are left to show \( K_n \to K_0 \) as \( n \to \infty \) for a subsequence of \( n \)'s.

Similar to the proof of the previous Proposition 16, one can show that there exists a subsequence of \( \{\varphi_n\} \), still denoted by \( \{\varphi_n\} \), converging uniformly to a holomorphic function \( \varphi^* \) on any compact subset \( \Omega \) of \( \Delta \). For any \( D_n \) with \( n > N \),
\[ ||\varphi^*||_{D_n} = \int \int_{D_n} |\varphi^*| dxdy \leq \lim_{n \to \infty} \int \int_{D_n} |\varphi_n| dxdy \leq 1. \]

Thus \( ||\varphi^*|| = \int \int_{\Delta} |\varphi^*| dxdy \leq 1 \).

In the next step, we show \( ||\varphi^*|| > 0 \) by applying a special version of the Reich-Strebel main inequality and the idea to prove Strebel’s Frame Mapping Theorem. Let us first recall the special version of the inequality for the maps in \( \mathcal{T} \), which can be proved by the Grötzsch argument. If \( f_0^{\nu_0} \) is an extremal representative of the Teichmüller form for a point in \( \mathcal{T} \), that is, \( \nu_0 = k_0 \frac{|\nu_0|}{\varphi_0} \) for some \( 0 < k_0 < 1 \), then for any \( f^{\nu} \in [f_0] \),
\[ K_0 \leq \int \int_{\Delta} \frac{|1 + \nu \frac{\varphi_0}{|\varphi_0|}|^2}{1 - |\nu|^2} |\varphi_0| dxdy. \]

Suppose \( ||\varphi^*|| = 0 \). Then \( \{\varphi_n\} \) has a subsequence converging uniformly to zero on any compact subset \( \Omega \) of \( \Delta \), we still denote it by \( \{\varphi_n\} \).

Now for any \( \varepsilon > 0 \), we first choose a compact subset \( \Omega \) of \( \Delta \) such that \( ||\mu||_\infty < \varepsilon \) on \( \Delta - \Omega \). Then there exists \( \tilde{N} \) such that \( ||\varphi_n||_\Omega = \int \int_{\Omega} |\varphi_n| dxdy \leq \varepsilon \) for all \( n > \tilde{N} \) and \( \Omega \subset D_n \) for each \( n > \tilde{N} \).

Now we assume that \( n \) is bigger than both \( N \) and \( \tilde{N} \). Applying the previous inequality to each \( \tilde{f}_n \) and \( f \) on \( D_n \), we obtain
\[ K_n \leq \int \int_{D_n} \frac{|1 + \mu \frac{\varphi_n}{|\varphi_n|}|^2}{1 - |\mu|^2} |\varphi_n| dxdy. \]

Clearly,
\[ K_n \leq \int \int_{D_n - \Omega} \frac{|1 + \mu \frac{\varphi_n}{|\varphi_n|}|^2}{1 - |\mu|^2} |\varphi_n| dxdy + \int \int_{\Omega} \frac{|1 + \mu \frac{\varphi_n}{|\varphi_n|}|^2}{1 - |\mu|^2} |\varphi_n| dxdy. \]
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Then
\[ K_n \leq \int \int_{D_n - \Omega} \frac{1 + \varepsilon}{1 - \varepsilon} |\phi_n| \, dx \, dy + K \int \int_{\Omega} |\phi_n| \, dx \, dy, \]
and hence
\[ K_n \leq \frac{1 + \varepsilon}{1 - \varepsilon} \int \int_{D_n} |\phi_n| \, dx \, dy + (K - \frac{1 + \varepsilon}{1 - \varepsilon}) \int \int_{\Omega} |\phi_n| \, dx \, dy. \]

Therefore
\[ 1 < K_0 < K_n \leq \frac{1 + \varepsilon}{1 - \varepsilon} + (K - \frac{1 + \varepsilon}{1 - \varepsilon}) \cdot \varepsilon. \]

This is a contradiction when \( \varepsilon \) is sufficient small. Therefore \( ||\phi^*|| > 0 \).

Now let \( \mu^* = k^* \frac{\phi^*}{|\phi^*|} \), where \( k^* = \lim_{n \to \infty} k_n \) (a limit of a convergent subsequence). Then \( \mu_n \to \mu^* \) a.e. on \( \Delta \). By the convergence theorem (see Theorem 4.6 in [?]) of families of quasiconformal maps, we know
\[ \lim_{n \to \infty} f^{\mu_n}|_{\partial \Delta} = f^{\mu_n}|_{\partial \Delta} = f^{\mu}|_{\partial \Delta} = f^{\mu^*}|_{\partial \Delta}. \]

By the uniqueness of the extremal map for \([f^{\mu_n}], k^* = k_0 \). Thus \( K_n \to K_0 \) as \( n \to \infty \) for a subsequence of \( n \)'s. We complete the proof.

7.4. Approaching by frame mapping

**Definition 28.** If \( \mu \) is the Beltrami coefficient of a map \( f \), then
\[ h^*(f) = \inf \|\mu|_{\Delta - E}\|_{\infty} \]
where the infimum is over all compact sets \( E \) in \( \Delta \).

Let \( h(f) = \inf h^*(\bar{f}) \) where the infimum is over all representative \( \bar{f} \) of the Teichmüller class of \( f \).

The following theorem is the theorem 35 in Chapter 15 of the book [30].

**Theorem 42.** every class in \( AT \) is represented by a Beltrami \( \mu \) such that \( h^*(\mu) = h(\mu) \)
Proposition 17. For every $\tau$ in $T$ and every $\varepsilon > 0$, there exist a representative $\eta$ of $\tau$ such that $||\eta||_\infty < k_0(\tau) + \varepsilon$ and $h^*(\eta) = h(\eta)$

I think we also can use theorem 37 and frame mapping theorem to prove this proposition. It is like a more general result of using Beurling-Ahlfors extension and frame mapping theorem. So I think frame mapping theorem is the key point to get global smaller complex dilatation $\mu$ and keep the boundary dilatation $h(\mu)$.

Proof. For any fixed $\tau \in T$, there is an global extremal representative $\mu_0$. By theorem 37, there is also a $\mu$ such $h^*(\mu) = h(\mu)$. From the definition, $h^*(\mu) = h(\mu) \leq h^*(\mu_0) \leq k(\mu_0) = k_0$.

If $h^*(\mu) = h(\mu) = k_0$, then $\eta = \mu$. we are done.

If $h^*(\mu) < k_0$, then there exist a compact set $E$ such that $||\mu|_{\Delta - E}||_\infty < k_0$. So we use can frame mapping theorem. The unique global extremal element has the Teichmüller form $\mu_0 = k_0 \frac{\eta_0}{\varphi_0}$.

For large enough $n$, $E$ is a subset of $D_n$ where $D_n$ is the disk centered at 0 and with radius $1 - \frac{1}{n}$.

Let $h_n(z) = f^\mu(z)$ for $z \in \partial D_n$.

Let $\alpha_E = ||\mu|_{\Delta - E}||_\infty$, then $||\mu|_{\Delta - D_n}||_\infty \leq \alpha_E < k_0$

Then by Frame mapping theorem, there exists a unique global extremal element $\tilde{f}_n(z) : D_n \to f^{\mu_0}(D_n)$ with boundary value $h_n(z)$ and with complex dilatation $\tilde{\mu}_n = k_n \frac{|\varphi_n|}{\varphi_n}$ where $\int_{D_n} |\varphi_n| dx dy = 1$

(note: $|\varphi_n|$ may have pole on $\partial D_n$)

Let $\mu_n(z) = \mu(z)$ if $z \in \Delta - D_n$, and $\mu_n = \tilde{\mu}_n$ if $z \in D_n$.

1. $\mu_n \sim \mu$ i.e. $\mu_n \in \tau$.
2. It is clear $K_n \geq K_{n+1} > K_0$. 
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By normal convergence \( \varphi_n \) converges uniformly to \( \varphi^* \) on any compact subset of \( \Delta \), so \( \varphi^* \) is holomorphic in \( \Delta \). For any fixed \( D_N \),

\[
||\varphi^*||_{D_N} = \int \int_{D_N} |\varphi^*|dxdy \leq \lim \int \int_{D_N} |\varphi_n|dxdy \leq 1,
\]
then \( ||\varphi^*|| = \int \int_{\Delta} |\varphi^*|dxdy \leq 1. \)

Claim: \( ||\varphi^*|| \neq 0. \)

Proof:

If \( ||\varphi^*|| = 0 \), then \( \varphi_n \) convergence to zero on any compact subset of \( \Delta \) uniformly. So we can find \( N \), such that \( E \subset D_n \) and \( ||\varphi_n||_E = \int \int_E |\varphi_n|dxdy \leq \varepsilon \) for all \( n > N \).

Now apply the main inequality to \( f^\mu \) and \( f^{\mu_n} \) on \( D_n \).

Since \( f^{\mu_n} \) is the teichmüller map in \( D_n \) and since \( f^\mu \sim f^{\mu_n} \) on \( D_n \),

\[
K_n \leq \int \int_{D_n} \left|1 + \frac{\mu_0 \varphi_n}{|\varphi_n|} \right|^2 |\varphi_n|dxdy.
\]

Then

\[
K_n \leq \int \int_{D_n - E} \left|1 + \frac{\mu \varphi_n}{|\varphi_n|} \right|^2 |\varphi_n|dxdy + \int \int_{E} \left|1 + \frac{\mu \varphi_n}{|\varphi_n|} \right|^2 |\varphi_n|dxdy.
\]

For \( n > N \),

\[
K_n \leq \int \int_{D_n - E} \frac{1 + \alpha_E}{1 - \alpha_E} |\varphi_n|dxdy + K(f^\mu) \int \int_{E} |\varphi_n|dxdy,
\]

\[
K_n \leq \frac{1 + \alpha_E}{1 - \alpha_E} \int \int_{D_n} |\varphi_n|dxdy + (K(f^\mu) - \frac{1 + \alpha_E}{1 - \alpha_E}) \int \int_{E} |\varphi_n|dxdy,
\]

hence

\[
K_0 < K_n \leq \frac{1 + \alpha_E}{1 - \alpha_E} + (K(f^\mu) - \frac{1 + \alpha_E}{1 - \alpha_E}) \cdot \varepsilon.
\]

It is impossible for very small \( \varepsilon \).
Since \( \varphi^* \) is not identically equal to zero, then \( \mu^* = k^* \frac{|\varphi^*|}{\varphi^*} \) is the teichmüller form where \( \lim k_n = k^* \).

\( \mu_n \to \mu^* \) a.e., then

\[
\lim f^{\mu_n}|_{\partial \Delta} = f^{\mu_n}|_{\partial \Delta} = f^{\mu_0}|_{\partial \Delta} = f^{\mu^*}|_{\partial \Delta}.
\]

So \( \mu^* \in \tau \) i.e. \( \mu \sim \mu^* \). Hence \( k_0 = k^* \) and \( \varphi_0 = \varphi^* \). So \( k_n \to k_0 \). So we can just let \( \eta = \mu f_n \).
Chapter 8

Extremal Annuli on the Sphere

8.1 Extremal Length and Modulus of Annulus

An annulus in the Riemann sphere for which each complementary component contains two points a minimal distance apart can be extremal in different ways. In this chapter I want the modulus of the annulus to be as large as possible subject to geometrical constraints on the locations of the points. This part is a joint work with Fred Gardiner.

According to how one describes the constraints one can arrive at two types of annuli called Teichmüller and Mori annuli. We describe these constraints in a way similar to Ahlfors’ description in [3] except that we use the chordal metric in place of the Euclidean metric. We find the minimal configurations in a new way by using variational techniques. Moreover, we show how the configurations relate to Minsky’s intersection inequality [55,56] and to two general principles of Teichmüller theory, namely, the Dirichlet principle for measured foliations [26,32] and to the minimal axis theorem [35].

The Teichmüller space $T(R)$ of a Riemann surface $R$ measures deformations of its conformal structure. We assume $S$ has the simplest possible, non-trivial form, namely, it is the sphere with four points removed. Points of $T(S)$ parameterize homotopy classes of motions of four points up to postcomposition by Möbius transformations. Since Möbius transformations act transitively on triples of points, any such continuous motion can be postcomposed by a continuous curve of Möbius transformations so that three of the points remain fixed. Thus we can view $T(S)$ as
homotopy equivalence classes of motions of one of the four points while the other
three remain fixed. A small neighborhood of the terminal location of the fourth point
determines a complex local coordinate for $T(S)$. Thus $T(S)$ is a one dimensional
complex manifold and by Teichmüller’s theorem it is conformal to a disc.

The stereographic projection of the unit sphere centered at the origin in three
dimensional space projects along rays from the north pole at $(0, 0, 1)$ to points
$(x, y, 0)$ in the $xy$-plane. This projection projects a point $p$ on the sphere along the
line that passes through $(0, 0, 1)$ and $p$ to the point of intersection with the $xy$-plane.
If $z = x + iy$, the chordal distance from $p_1$ to $p_2$ on the sphere is expressed by

$$d_C(z_1, z_2) = \frac{2|z_1 - z_2|}{\sqrt{(1 + |z_1|^2)(1 + |z_2|^2)}}.$$ 

In particular,

$$d_C(z, \infty) = \frac{2}{\sqrt{1 + |z|^2}}.$$

Note that for any two points $z_1$ and $z_2$, $d_C(z_1, z_2) \leq 2$ and in terms of this metric
$z_1$ and $z_2$ are antipodal only when $d_C(z_1, z_2) = 2$. The spherical distance $d_S$ from
$z_1$ to $z_2$, which measures the angle of the sector on a great circle spanned by $p_1$ and
$p_2$, is related to the chordal distance $d_C$ by

$$d_S(z_1, z_2) = 2 \arcsin(d_C(z_1, z_2)/2).$$ \hspace{1cm} (8.1)

The spherical metric is the integrated form of the restriction to the sphere of the
Riemannian metric $dx^2 + dy^2 + dz^2$ in three dimensional space. Between any two
points $z_1$ and $z_2$ with $d_S(z_1, z_2) < \pi$ the unique geodesic joining $z_1$ and $z_2$ runs
along the great circle that passes through these two points.

In order to formulate the extremal properties of the Mori and Teichmüller annuli,
it is necessary to define the modulus of an annulus. We assume we are given two
disjoint, connected, simply connected, compact and closed subsets $E_1$ and $E_2$ of
$\mathbb{C} = \mathbb{C} \cup \{\infty\}$. The region $A = \mathbb{C} \setminus (E_1 \cup E_2)$ is called an annulus and by definition
its modulus $\text{mod}(A)$ is equal to extremal length $\Lambda(E_1, E_2)$ of the family of arcs in
\( \mathbb{C} \setminus (E_1 \cup E_2) \) that join \( E_1 \) to \( E_2 \). In particular,

\[
\operatorname{mod}(A) = \Lambda(E_1, E_2) = \sup_{\rho} \frac{L(\rho)^2}{\iint_A \rho^2(z) \, dx \, dy},
\]

where the supremum is taken over all metrics \( \rho(z)|dz| \) and \( L(\rho) \) is the infimum of the \( \alpha \) lengths

\[
\int_{\gamma} \rho(z)|dz|
\]

where \( \gamma \) is any arc with initial point in \( E_1 \) and terminal point in \( E_2 \).

This is a general definition that defines the modulus of a family of curves on any Riemann surface. When the family is the family of arcs that join the two boundary components of a topological annulus \( A \), it is equivalent to the following definition. By uniformization, there is a conformal map \( f \) that carries \( A \) to a region in the complex plane bounded by two circles concentric to the origin, that is, \( f \) maps \( A \) to \( \{ z : R_1 < |z| < R_2 \} \). Then the modulus of \( A \) is equal to

\[
\operatorname{mod}(A) = (1/2\pi) \ln(R_2/R_1).
\]

Also, if we let \( \Lambda(A) \) be the extremal length of the family of closed curves in \( A \) that are homotopic to any curve \( \{|z| = r\} \) where \( R_1 < r < R_2 \), then \( \Lambda(A) = (\operatorname{mod}(A))^{-1} \).

For more properties about modulus, please read chapter 1.

Let us define an **annular configuration** in \( \mathbb{C} \) to be three disjoint subsets \( E_1, E_2 \) and \( A \) where both \( E_1 \) and \( E_2 \) are disjoint, connected, simply connected, compact, closed and contain at least two points and \( A = \mathbb{C} \setminus (E_1 \cup E_2) \). A core curve \( \alpha \) of \( A \) is any simple closed curve in \( A \) that separates its two boundary components. Given a curve \( \alpha \) separating \( z_1, z_2 \) from \( z_3, z_4 \) we can form a conjugate curve \( \beta_{2n} \). It is any simple closed curve in \( \mathbb{C} \setminus \{ z_1, z_2, z_3, z_4 \} \) that separates two pairs of points in \( \{ z_1, z_2, z_3, z_4 \} \) such that \( i(\alpha, \beta_{2n}) = 2n \), where \( i(\alpha, \beta) \) is the smallest possible number of intersections of curves \( \alpha \) and \( \beta \) in the same homotopy classes as \( \alpha \) and \( \beta \) on \( \mathbb{C} \setminus \{ z_1, z_2, z_3, z_4 \} \).

By definition the chordal diameter of a closed set \( E \) is

\[
diam(E, d_C) = \sup_{w,z \in E} d_C(w, z).
\]
We now state the two extremal problems together so as to note their close similarity; we will see that they lead to different extremal annuli.

**The Mori extremal problem.** Assume $\lambda_1$ and $\lambda_2$ are two numbers between 0 and 2. Find an annular configuration such that

$$\text{diam}(E_1, d_C) \geq \lambda_1 \text{ and } \text{diam}(E_2, d_C) \geq \lambda_2$$

and such that $\Lambda(E_1, E_2)$ is as large as possible.

**The Teichmüller extremal problem.** Assume $z_1, z_2, z_3$ and $z_4$ are four points such that $z_1$ and $z_2$ lie in $E_1$, $z_3$ and $z_4$ lie in $E_2$, and $d_C(z_1, z_2) \geq \lambda_1, d_C(z_3, z_4) \geq \lambda_2$ and three of these four points lie on a great circle. Among all annular configurations $(E_1, A, E_2)$ with these properties, find one such that $\Lambda(E_1, E_2)$ as large as possible.

The following are the first two theorems of this chapter. Unlike the formulations given in [3], the constraints here are expressed in terms of the chordal metric.

**Theorem 43 (The Mori annulus).** The Mori problem has a solution. Up to spherical isometry it is unique and takes the form $E_1 = [-ib, ib], E_2 = [-\infty, a] \cup [a, \infty]$ where $d_C(-ib, ib) = \lambda_2$ and $d_C(-a, a) = \lambda_1$.

We also have a parallel statement for the Teichmüller annulus.

**Theorem 44 (The Teichmüller annulus).** The Teichmüller problem has a solution. Up to spherical isometry it is unique and takes the form $E_1 = [-a, a], E_2 = [b, \infty) \cup \{\infty\} \cup (-\infty, -b)$, where $a < b$ are positive numbers chosen so that

$$\lambda_1 = d_C(-a, a) \text{ and } \lambda_2 = d_C(-b, b).$$

For the proofs we will use two general principles of Teichmüller theory, namely, the Dirichlet principle [26, 27] and the minimal axis theorem [35]. These principles enable us to view Teichmüller and Mori annuli as special cases of one dimensional families of minimal annuli corresponding to pairs of transversely realizable cylindrical differentials on the four times punctured sphere. In particular we prove the following two results.
Theorem 45 (The Mori minimal axis). Let four points $z_1, z_2, z_3$ and $z_4$ in $\mathbb{C}$ be given and let $|du|$ and $|dv|$ be measured foliations corresponding to simple closed curves $\alpha$ and $\beta$ both of which separate $\{z_1, z_2\}$ from $\{z_3, z_4\}$ and such that $i(\alpha, \beta) = 4i$. Then up to pull back by Möbius transformations the minimal Mori axis corresponds to the Mori quadratic differentials:

$$q(z)(dz)^2 = \frac{(dz)^2}{(z - ib)(z + ib)(z - a)(z - b)},$$

where $a$ and $b$ are positive numbers.

![Diagram](image)

$m_1$ and $m_2$ are midpoints of $E_1$ and $E_2$.

Figure 8.1: Mori's annulus

Theorem 46 (The Teichmüller minimal axis). With the same notation let $|du|$ and $|dv|$ be measured foliations corresponding to simple closed curves $\alpha$ and $\beta$ where $\alpha$ separates $\{z_1, z_2\}$ from $\{z_3, z_4\}$, $\beta$ separates $\{z_2, z_3\}$ from $\{z_1, z_4\}$ and $i(\alpha, \beta) = 2$. Then up to pull back by Möbius transformations the minimal Teichmüller axis corresponds to the Teichmüller quadratic differentials:

$$q(z)(dz)^2 = \frac{(dz)^2}{(z - b)(z + b)(z - a)(z + a)},$$
where \( a \) and \( b \) are positive numbers with \( a < b \). (see Figure 8.2)

We will also show how these extremal problems are special cases of extremal problems for pairs of conjugate extremal annular configurations associated with essential simple closed curves \( \alpha \) and \( \beta_{2n} \) where the homotopy type of \( \beta_{2n} \) is determined by its intersection number with \( \alpha \), namely, \( i(\alpha, \beta_{2n}) = 2n \) on the four times punctured sphere. The cases \( n = 1 \) and \( n = 2 \) correspond to the Teichmüller and Mori annuli.

In the final section we use the same techniques to describe a modified Mori problem on the Riemann sphere for continua \( E_1 \) and \( E_2 \) that contain regular polygons of a given size.

### 8.2 The intersection inequality

In this section we prove Minsky’s intersection inequality. First, we need one more definition. A closed curve is called essential if it is not homotopic to a point and not homotopic to a puncture of any Riemann surface \( R \).

**Theorem 47. (Minsky’s intersection inequality [55])** Suppose \( \alpha \) and \( \beta \) are essential simple closed curves on any Riemann surface \( R \). Then

\[
\Lambda(\alpha)\Lambda(\beta) \geq i(\alpha, \beta)^2.
\]

**Proof** By the Dirichlet principle for measured foliations there is a unique quadratic differential \( q_\alpha \) holomorphic on \( R \) such that

a) all regular horizontal trajectories of \( q_\alpha \) are closed curves in the homotopy class of \( \alpha \),

b) \( \int_R |q_\alpha| \, dx \, dy = 1 \), and
c) \( \Lambda(\alpha) = L(|q_\alpha|^{1/2})^2 \).

In particular, the metric \( |q_\alpha|^{1/2} \) realizes the maximum in the definition of the ex-
tremal length of the class $\alpha$, that is,

$$\Lambda(\alpha) = \frac{L(|q_\alpha|^{1/2})^2}{\int \int_R |q_\alpha| dxdy}.$$

Furthermore, any curve $\beta$ with $i(\alpha, \beta) = n$ must cross $n$ times the cylinder determined by $q_\alpha$. If we assume this cylinder has height $b$ and width $a$, then $\Lambda(\alpha) = a^2/ab = a/b$, and by plugging the same metric into the definition of the extremal length $\Lambda(\beta)$ we obtain

$$\Lambda(\beta) \geq \frac{n^2 b^2}{ab} = n^2 \frac{b}{a}.$$

Thus,

$$\Lambda(\alpha)\Lambda(\beta) \geq n^2. \quad (8.4)$$

Note that the only way we could have equality in (8.4) is by having all of the regular horizontal trajectories of $q_\beta$ intersect the regular horizontal trajectories of $q_\alpha$ at right angles and by having $q_\alpha$ equal to $-q_\beta$. If the Riemann surface is planar, by the Jordan curve theorem two homotopy classes of simple closed curve can intersect only an even number of times, so in this case the value of $n$ must be even.

### 8.3 The minimal axis theorem

In this section we shall assume we are given two measured foliations $|du|$ and $|dv|$ on a Riemann surface $R$ of finite analytic type. For a definition of measured foliation see [24] or [26]. In our notation measured foliation $|du|$ is made up of a family of $C^1$-real valued functions $u_j$ each associated to an open subset $U_j$ of $R$. If two of these subsets $U_j$ and $U_k$ intersect then on the overlap $U_j \cap U_k$ there is a constant $c_{jk}$ such that

$$u_j = \pm u_k + c_{jk}.$$

Moreover, the level sets

$$u = \text{constant}$$

$$u = \text{constant}$$
are well defined on the union $U = \bigcup_j U_j$ and determine continuous curves. For smooth curves $\gamma$ contained in $R$ we can form the line integrals

$$\int_{\gamma \cap U} |du|.$$  

It is assumed that the union $U = \bigcup_j U_j$ covers $R$ except for a finite number punctures which can be points the level curves $u_j = \text{constant}$ have singularities.

In any case the heights of $|du|$ along homotopy classes of closed curves contained in $R$ are defined in the following way. For any particular smooth closed curve $\gamma$ we define

$$ht(\gamma, |du|) = \int_{\gamma} |du|,$$

and for the free homotopy class $[\gamma]$ of $\gamma$, we define

$$ht([\gamma], |du|) = \inf\{ht(\tilde{\gamma}, |du|)\},$$

where the infimum is taken over all $\tilde{\gamma}$ in the same free homotopy class as $\gamma$.

We let $S$ denote the set of all essential simple closed curves on $R$. By definition a curve is essential if it is not homotopic to point and not homotopic to a puncture. By the correspondence

$$|du| \mapsto ([\gamma] \mapsto ht([\gamma], |du|))$$

the measured foliation $|du|$ determines an element of the product space $\mathbb{R}^S_+$. We say two measured foliations are height equivalent if they have the same image under this map.

In addition to its vector of heights, any measured foliation also has a Dirichlet norm. Because we are assuming the real valued functions $u_j$ have continuous first partial derivatives, and because we are assuming $R$ has a Riemann surface structure $R_\tau$, there is a star operator and so any measured foliation $|du|$ has a well defined Dirichlet integral

$$\text{Dir}(|du|) = \int \int_{R_\tau} du \wedge \ast du = \int \int_{R_\tau} (u_x dx + u_y dy) \wedge (-u_y dx + u_x dy)$$

$$= \int \int_{R_\tau} (u_x^2 + u_y^2) dx dy.$$
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**Definition 29.** $M_r(|du|)$ is the infimum of Dirichlet integrals $\int_{R_r} (\bar{u}_x^2 + \bar{u}_y^2) dx dy$ where the infimum is taken over all $|\tilde{u}|$ in the same height equivalence class.

**Theorem 48.** \cite{26,27,32} The Dirichlet norm $M_r(|du|)$ of a height equivalence class on a Riemann surface $R_r$ of finite analytic type is uniquely realizable by a measured foliation given by the horizontal trajectories and vertical measure of a holomorphic quadratic differential $q$. $M_r(|du|)$ is differentiable and its derivative is given by

$$\log M_{tq}(|du|) = \log M_0(|du|) + \frac{2Re t}{\|q\|} \int \int \mu q dx dy + o(t).$$

For the proof of this theorem, please read section 1.9.

**Definition 30.** We say two measured foliations $|du|$ and $|dv|$ are transversal if the following conditions are satisfied.

1. Away from singular points their horizontal leaves are transversal.
2. At singular points both $|du|$ and $|dv|$ have $k$-pronged singularities for the same value of $k$ and the prongs are transversal.

**Definition 31.** Two measured foliations $|du|$ and $|dv|$ on a surface $R$ satisfy the intersection hypothesis if there is a constant $k > 0$ such that for every essential simple closed curve $\gamma$ on $R$,

$$\max\{ht(\gamma, |du|), ht(\gamma, |dv|)\} \geq k.$$

**Theorem 49. (Condition for transversality)** Two measured foliations on a surface of finite analytic type satisfying the intersection hypothesis are transversely realizable in their height equivalence classes.

**Proof.** This theorem is a consequence of the following theorem which shows that there is a Riemann surface $R_\tau$ on which the two height equivalence classes can be realized as the real and imaginary parts of the square root of a holomorphic quadratic differential on $R_\tau$. 
Theorem 50. (The minimal axis) Given any pair of measured foliations $|du|$ and $|dv|$ satisfying the intersection hypothesis, there is a unique Teichmüller line in the $T(R)$ along which the product

$$M_r(|du|)M_r(|dv|)$$

is minimum. There is a point $\tau_0$ on this line and a holomorphic quadratic differential $q$ on $R_{\tau_0}$ such that $|du|$ and $|dv|$ are height equivalent to the absolute value of the real and imaginary parts of $\sqrt{q}$. This minimal axis is spanned by the Beltrami line $t\frac{|q|}{q}$ for $-1 < t < 1$.

Proof This theorem is proved in [33]. Also see [32].

Corollary 2. With the same hypotheses, if one holds $M_r(|dv|)$ fixed there is a unique point $\tau_0$ on the minimal axis for which $M_{\tau_0}(|du|)$ is minimum.

Proof The holomorphic quadratic $q$ differential whose horizontal and vertical trajectories realize the height equivalence classes of $|du|$ and $|dv|$ at any point on the minimizing line is generated by the Beltrami line $t\frac{|q|}{q}$, $-1 < t < 1$, the product $M_r(|du|)M_r(|dv|)$ is constant along this line and passes through the point $\tau_0$.

In the special case where the Riemann surface $S_r$ is the four times punctured Riemann sphere, the space of holomorphic quadratic differentials is one dimensional. Any non zero differential in this space must have a one pronged singularity at each of the four punctures.

Theorem 51. Let $A_1$ and $A_2$ be a pair of annuli on the four times punctured sphere $S$ with essential, non homotopic core curves $\alpha_1$ and $\alpha_2$. For a given complex structure $\tau$ on $S$ and a given essential closed curve $\alpha$ let $\text{mod}_r(A)$ be the maximal modulus of an annulus with core curve homotopic to $\alpha$. Then the locus of points $\tau$ for which $M_r(A_1)M_r(A_2)$ is minimum forms a Teichmüller line in $T(S)$.

Proof Suppose two measured foliations $|du|$ and $|dv|$ are in the same measure class as two essential simple closed curves $\alpha_1$ and $\alpha_2$ on $S$. Then it is obvious that any
other essential simple closed curve on $S$ must cross either $\alpha_1$ or $\alpha_2$ at least twice. Thus $|du|$ and $|dv|$ satisfy the intersection property with $k = 2$.

### 8.4 The Teichmüller annulus

In this section we prove Theorems 44 and 46. Recall that $E_1, A, E_2$ is an annular configuration with $E_1$ containing $z_1$ and $z_2$ and $E_2$ containing $z_3$ and $z_4$. Also assume $d_C(z_1, z_2) \geq \lambda_1$ and $d_C(z_3, z_4) \geq \lambda_2$ and three of the points $z_1, z_2, z_3, z_4$ lie on the same great circle. We begin with an existence lemma.

**Lemma 31.** There exists an annular configuration $E_1, A, E_2$ with four points $z_1, z_2$ in $E_1$ and $z_3, w_4$ in $E_2$ satisfying the conditions described above with

$$d_C(z_1, z_2) = \lambda_1 \quad \text{and} \quad d_C(z_3, z_4) = \lambda_2$$

and with $\Lambda(E_1, E_2)$ as large as possible.

**Proof** We take as a standard annulus $\Delta \setminus \Delta_\varepsilon$ where $\Delta$ is the unit disc and $\Delta_\varepsilon$ is the subdisc with the same center and radius $\varepsilon < 1$. For each annular configuration $E_1, A, E_2$ satisfying the given conditions we form a univalent holomorphic function $f_\varepsilon$ that maps $\Delta \setminus \Delta_\varepsilon$ onto $A$ where

$$\frac{2\pi}{\ln(1/\varepsilon)} = \Lambda(A).$$

The family $\mathcal{F}$ is a normal family and the numbers $\varepsilon$ satisfying these conditions have a positive greatest lower bound $\varepsilon_0$. Since $\mathcal{F}$ is a normal family, the sequence $f_{\varepsilon_n}$ with $\varepsilon_n$ decreasing to $\varepsilon_0$ will have a subsequence converging to a univalent function $f_{\varepsilon_0}$ defined on $\Delta \setminus \Delta_{\varepsilon_0}$ for which the annulus $A = f_{\varepsilon_0}(\Delta \setminus \Delta_{\varepsilon_0})$ has maximum modulus among all annuli with two complementary components satisfying the described conditions.

**Lemma 32.** Suppose $E_1, A, E_2$ is an annular configuration with the property that $\Lambda(\alpha)$ is as small as possible subject to the conditions described in the previous lemma. Then all four points $z_1, z_2, z_3, z_4$ must lie on the same great circle.
Proof. We take a Möbius transformation that moves $z_1$ to a point on the negative real axis and $z_2$ to 0 so that $d_C(z_1, z_2) = \lambda_1$. Since by hypothesis, three of the four points lie on the same great circle, we are still free to move the point $z_4$ to $\infty$ with the same Möbius transformation that preserves the real axis. The condition that $d_C(z_3, \infty) \geq \lambda_2$ is equivalent to

\[
\frac{2}{\sqrt{1 + |z_3|^2}} \geq \lambda_2,
\]

which implies

\[
|z_3| \leq \left(\frac{2}{\lambda_2}\right)^2 - 1.
\]

By the extremal property for the Teichmüller annulus $[2, 3]$, making $\Lambda(E_1, E_2)$ as large as possible (which makes $\Lambda(\alpha)$ as small as possible) forces $z_2$ to be a positive real number. In particular, all four numbers $z_1, z_2, z_3, z_4$ lie on the extended real axis, which is a great circle.

Our goal now is to give a different proof of Lemma 32 which depends on understanding the variation of the extremal length $\Lambda_t(\alpha)$ along a locus of points where the values of $\lambda_1$ and $\lambda_2$ do not change. For this purpose we pick $z_3 = -1$, $z_2 = 0$ and $z_4 = \infty$ and $z_1(t) = Re^{it}$ where $0 < 2\pi$. We let $\Lambda_t(\alpha)$ be the extremal length of the family $\alpha$ of simple closed curves that are homotopic in $\mathbb{C} \setminus \{z_1, z_2, z_3, z_4\}$ to a curve that contains the interval $[-1, 0]$ in its interior and $z_3$ and $z_4$ in its exterior.

**Theorem 52.** $\Lambda_t(\alpha)$ is a continuous periodic function of $t$, monotone increasing for $0 < t < \pi$, monotone decreasing for $\pi < t < 2\pi$, attaining its maximum at $t = \pi$ and its minimum at $t = 0$.
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Proof The Weierstrass $P$-function

$$w = P_\tau(\zeta) = \frac{1}{\zeta^2} + \sum \left( \frac{1}{(\zeta - (m + n\tau))^2} - \frac{1}{(m + n\tau)^2} \right),$$

where the sum is over all integers $(m, n) \in \mathbb{Z} \times \mathbb{Z}$ with $(m, n) \neq (0, 0)$, induces a two-to-one map from the period parallelogram with vertices at $0, 1, \tau$ and $\tau + 1$ onto the Riemann sphere with four branch points at the half periods and branch values at $e_1, e_2, e_3$ and $\infty$.

Figure 8.3: Weierstrass P function

$P(\zeta)$ maps the interior of the half parallelogram with vertices at $0, 1/2, \frac{1+\tau}{2}, \frac{\tau}{2}$ one-to-one to the sphere taking the vertices to four points $\infty, e_1, e_3, e_2$ and taking the quadratic differential $4(d\zeta)^2$ to the quadratic differential to the quadratic differential

$$4(d\zeta)^2 = q_w(w)(dw)^2 = \frac{(dw)^2}{(w-e_1)(w-e_2)(w-e_3)},$$

(8.5)

because of the identity

$$P'^2(\zeta) = 4(P(\zeta) - e_1)(P(\zeta) - e_2)(P(\zeta) - e_3).$$

The closed regular horizontal trajectories of $(d\zeta)^2$ are mapped by $\zeta \mapsto w$ to closed horizontal trajectories of $q^w(w)(dw)^2$ on $\mathbb{C} \setminus \{e_1, e_2, e_3, \infty\}$ which are homotopic to
\( \alpha \). In particular, in the \( \zeta = \xi + i\eta \)-plane the closed regular trajectory \( \alpha \) is realized by any horizontal line segment that joins the left and right sides of period parallelogram with constant \( \eta \) between zero and \( \text{Im} \tau /2 \). In the \( w \)-plane \( \alpha \) is a simple closed curve that separates \( e_2 \) and \( e_3 \) from \( e_1 \) and \( \infty \).

The variation formula for the modulus of an annulus is

\[
\log \Lambda_t(\alpha) = \Lambda_{t_0}(\alpha) + 2 \text{Re} \left( t - t_0 \right) \frac{1}{\|q_\alpha\|_2} \int \int \mu_t q_\alpha dudv + o(t - t_0),
\]

(8.6)

where \( q_\alpha \) is a holomorphic quadratic differential on the surface whose regular horizontal trajectories are closed and homotopic to \( \alpha \) and \( \mu_t \) is a Beltrami differential which expresses infinitesimally the motion of the point \( p_t = R e^{it} \).

Now we change the coordinate on \( \mathbb{C} \) by the transformation \( w = (e_3 - e_2)z + e_3 \). It transforms \( (w_2, w_3, w_1, w_4) = (e_2, e_3, e_1, \infty) \) to

\[
(z_2, z_3, z_1, z_4) = (-1, 0, \frac{e_1 - e_3}{e_3 - e_2}, \infty)
\]

and the quadratic differential \( 4(d\zeta)^2 \) to

\[
\frac{(dw)^2}{(w - e_1)(w - e_2)(w - e_3)} = \frac{(dz)^2}{(e_3 - e_2)(z + 1)z(z - z_1)}.
\]

We wish to look at the first variation in the extremal length \( \Lambda_t(\alpha) \) along the curve \( z_1(t) = p(t) = R_0 e^{it} \). Since \( z_2, z_3 \) and \( z_4 \) are fixed, the tangent vector \( \frac{\partial}{\partial z} \) to the curve \( t \mapsto z_1(t) \) is represented by \( \mu_t = \bar{\nabla} V \) where \( ||\mu_t|| < \infty \) and where \( (V(z_1), V(z_2), V(z_3), V(z_4)) = (iz_1, 0, 0, 0) \). Therefore

\[
\int \int \mu_t q_\alpha dudv = \int \int \bar{\nabla} V^z \frac{dzdz}{2i(e_3 - e_2)(z + 1)z(z - z_1)} =
\]

(8.7)

\[
\lim_{\varepsilon \to 0} \frac{i}{2} \int_{|z - p| = \varepsilon} V^z(z_1 + \varepsilon e^{i\theta}) \frac{1}{(e_3 - e_2)(z_1 + 1)z_1(z - z_1)} dz,
\]

(8.8)

where the line integral in (8.8) is taken in the counterclockwise direction. As \( \varepsilon \to 0 \), \( V(z_1 + \varepsilon e^{i\theta}) \) approaches \( i z_1 \) and \( dz = i \varepsilon e^{it} dt \) and \( (z - p) = \varepsilon e^{it} \). Thus, since

\[
\begin{align*}
z_1 &= \frac{e_1 - e_3}{e_3 - e_2}, \\
z_1 + 1 &= \frac{e_1 - e_2}{e_3 - e_2},
\end{align*}
\]
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and (8.8) is equal to

$$\frac{-2\pi i}{2(e_3 - e_2)(z_1 + 1)} = \frac{-i\pi}{(e_1 - e_2)} = \frac{-i\pi}{|e_1 - e_2|^2}.$$  \hspace{1cm} (8.9)

Since the first variation must vanish at an extremal value, that means $e_1 - e_2$ must be
real valued. By carrying out the same calculation except for normalizing so that $e_2$
and $e_3$ correspond to the points 0 and $-1$, respectively, we find that $e_1 - e_3$ must also
be real valued. Since $e_1 + e_2 + e_3 = 0$, we see that $(e_2 - e_1) + (e_3 - e_1) - (e_1 + e_2 + e_3) =
-3e_1$ is real valued, which in turn implies that all three of the points $e_1, e_2$ and $e_3$
lie on the real axis.

We conclude there can only be two critical points on the circle $Re^{it}$, which occur
when $t = 0$ and $\pi$. Since $z = (w - e_3)/(e_3 - e_2)$, $z_1, z_2$ and $z_3$ are also real valued
and these values must occur at a maximum and a minimum. It is obvious that for
$R > 1$, $\Lambda([-1, 0], [R, \infty]) > \Lambda([0, 1], [R, \infty])$, so the maximum occurs when $t = \pi$
and the minimum when $t = 0$.

**Lemma 33.** Suppose $0 < a < 1 < b$, $E_1 = \mathbb{R} \setminus [-b, b]$ and $E_2 = [-a, a]$. Let $T$ be a
Möbius transformation that fixes the real axis and the points $-b$ and $b$. Then

$$d_C(T(-a), T(a)) < d_C(-a, a)$$

unless $T$ is the identity.

**Proof**. $T$ is an isometry for the hyperbolic metric on the disc of radius $b$ centered at
the origin. Since the segment $[-a, a]$ is symmetrically placed about the origin, this
implies $|T(-a) - T(a)| < 2a$ unless $T$ is the identity. But for line segments situated
on lines that pass through the origin, chordal length is a monotone function of
Euclidean length. In particular if the Euclidean length $\ell_E$ and the chordal length
$\ell_C$ are related by

$$\ell_C = \frac{2\ell_E}{1 + |\ell_E/2|^2}.$$ 

The lemma follows since

$$\ell_E([T(-a), T(a)]) < \ell_E([-a, a]).$$
To begin the proof of Theorem 44, by a spherical isometry we normalize the three points \( z_1, z_2 \) and \( z_4 \) which lie on a great circle so that \( z_1 \) and \( z_2 \) lie on the real axis and \( z_4 = \infty \). With the same normalization we can make \( z_1 = -b, z_2 = b \) where \( b \) is determined by the condition that \( \lambda_1 = d_C(z_1, z_2) = \frac{4b}{1+b^2} \), with \( b > 1 \). From the hypothesis we can also assume that \( w_3 \) lies on the real axis between between \(-b \) and \( b \) with \( d_C(z_3, w_3) = \lambda_2 \). If \( \alpha \) is the homotopy class of simple closed curves on \( \mathbb{C} \setminus ((-\infty, -b] \cup [b, \infty)) \) with winding number +1 around both points \( z_3 \) and \( w_3 \), with the property that subject to these conditions \( \Lambda(\alpha) \) is as small as possible, then by Lemma 32, \( z_3 \) must also be real. By Lemma 33 the points \( z_3 \) and \( w_3 \) must be situated symmetrically at \(-a \) and \( a \), and this completes the proof of Theorem 44.

The next theorem shows that the family of Teichmüller annuli comprise a minimal axis for a pair of measured foliations. It contains Theorem 46 as a corollary.

**Theorem 53.** Let \( S \) by the Riemann sphere with four points removed and \( \alpha \) and \( \beta \) be two essential simple closed curves on \( S \) with \( i(\alpha, \beta) = 2 \). Then

\[
\Lambda(\alpha)\Lambda(\beta) \geq 4
\]

and this product is equal to 4 along a unique Teichmüller line in \( T(S) \). Up to pull back by a Möbius transformation the line is described by the locus of Teichmüller extremal annuli. One such point on this line corresponds to a surface conformal to \( \mathbb{C} \setminus \{-b, -a, a, b\} \), where \( 0 < a < b \), and all other points lie on this line are generated by the Beltrami coefficient \( t^2_q \) where \(-1 < t < 1 \) and

\[
q = \frac{(dz)^2}{(z+b)(z+a)(z-a)(z-b)}.
\]

**Proof** Theorem 47 implies \( \Lambda(\alpha)\Lambda(\beta) \geq 4 \) and Theorem 50 implies that this inequality is strict unless \( \tau \) lies along a unique line where this product is minimum. The line is generated by a Teichmüller Beltrami coefficient with quadratic differential \( q \), such that the regular horizontal trajectories of \( q \) are homotopic to \( \alpha \) and the regular vertical trajectories of \( q \) are homotopic to \( \beta \).
It is elementary to exhibit one Teichmüller line that has these properties. We let \( S = \mathbb{C} \setminus \{-b, -a, a, b\} \) with \( 0 < a < b \), \( \alpha \) be a simple closed curve that surrounds the interval \([-a, a]\) and leaves \( b \) and \(-b\) in its exterior, and \( \beta \) be a simple closed curve that surrounds \([a, b]\) and leaves \(-b\) and \(-a\) in its exterior. Note that these two curves satisfy \( i(\alpha, \beta) = 2 \). Up to conformal equivalence the Teichmüller stretch with Beltrami coefficient \( \frac{ib}{q} \) where \(-1 < t < 1\) and \( q \) is given by (8.11) deforms \( S \) to \( S_t = \mathbb{C} \setminus \{-b(t), -a(t), a(t), b(t)\} \) where \( 0 < a(t) < b(t) \).

By a conformal map \( S \) is mapped to rectangle \( S_0 = \{ z = x + iy : 0 < x < 1, 0 < y < 2B \} \) such that \( S \) is reconstructed from \( S_0 \) by certain side identifications. The bottom of \( S_0 \) is identified with the top by the translation \( x \mapsto x + 2iB \). The left hand vertical side is identified with itself by the rotation \( z \mapsto -z + 2iB \) and the right hand vertical side is also identified with itself by the rotation \( z \mapsto -z + 2iB + 2 \). Under this identification the curve made up of two horizontal segments \([iy, iy + 1]\) and \([2 - iy, 2 - iy + 1]\) forms a closed curve in the homotopy class of \( \alpha \) and the curve made up of the vertical segment \([x, x + 2B] \) forms a closed curve in the homotopy class of \( \beta \). In this presentation \( \Lambda_r(\alpha) = \frac{2^2}{2B} \) and \( \Lambda_r(\beta) = \frac{(2B)^2}{2B} \) and so \( \Lambda_r(\alpha)\Lambda_r(\beta) = 4 \).

### 8.5 The Mori annulus

In this section we prove Theorems 43 and 45 and also show that the Mori locus coincides with the minimal axis where \( \Lambda_r(\alpha)\Lambda_r(\beta) = 16 \) when \( i(\alpha, \beta) = 4 \). For the proof of Theorem 43 we will use Möbius transformations that leave invariant extremal length problems and a special subclass of these that correspond to isometries of the sphere, which are isometries both with respect to the spherical metric and the chordal metric.

Since \( \Lambda(A) = \Lambda(E_1, E_2)^{-1} \), we can use Lemma 31 to show there is an annular configuration \( E_1, A, E_2 \) satisfying the conditions \( \text{diam}(E_1, d_C) = \lambda_1 \) and \( \text{diam}(E_2, d_C) = \lambda_2 \) for which \( \Lambda(E_1, E_2) \) is as large as possible and this configuration
makes $\Lambda(A)$ as small possible. Let $A_0$ be the annulus of such a minimizing configuration and $\alpha$ be the homotopy class of a core curve of $A_0$ in $S_{z_0} = \mathbb{C} \setminus \{z_1, z_2, z_3, z_4\}$. Clearly, $\Lambda_r(\alpha) \leq \Lambda_r(A_0)$ and so the ring domain for the quadratic differential that realizes the solution to the extremal problem for $\Lambda(\alpha)$ contains $\{z_1, z_2\}$ in one of its complementary components and $\{z_3, z_4\}$ in its other complementary component. Moreover these four points are simple poles of the corresponding quadratic differential.

We begin by taking an extremal domain for the Mori problem with $\lambda_1 = 2$ with $z_2$ and $z_3$ equal to $i$ and $-i$, $z_1(t)$ equal to $Re^{it}$ with $R > 1$ and $z_4 = \infty$. Now we use the affine transformation

$$w = \frac{e_2 - e_3}{2i}z + \frac{e_2 + e_3}{2}.$$  \hspace{1cm} (8.12)

The first variation in the formula (8.6) is

$$2\text{Re} \frac{1}{|q|} \int \bar{\partial} V^zzq^z \frac{dz}{2i} = 2\text{Re} \frac{1}{|q|} \int \bar{\partial} V^wq^w \frac{dw}{2i} =$$ \hspace{1cm} (8.13)

$$-\pi \text{ times the residue at } e_1 \text{ of } V^wq^w.$$

But $V^w(e_1) = V^z(z_1) \frac{dw}{dz} = z_1 \frac{2e_2 - e_3}{2}$ and also since $e_1 + e_3 + e_3 = 0$,

$$z_1 = i \frac{2e_2 - (e_2 + e_3)}{e_2 - e_3} = \frac{3ie_1}{e_2 - e_3},$$

and we obtain $V^w(e_1) = \frac{3}{2}ie_1$. Therefore the residue of $V^wq^w dw$ at $e_1$ is equal to

$$\frac{3ie_1}{2(e_1 - e_2)(e_1 - e_3)},$$

and on keeping track of the three factors of $i$ that enter into the calculation of the first variation, one finds that (8.6) is equal to zero precisely if the imaginary part of the fraction

$$\frac{e_1}{(e_1 - e_2)(e_1 - e_3)},$$

is equal to zero, that is, precisely if

$$\frac{e_1}{(e_1 - e_2)(e_1 - e_3)} \text{ is real valued.}$$  \hspace{1cm} (8.15)
We also have the trace condition, namely,

\[ e_1 + e_2 + e_3 = 0. \]  (8.16)

Note that the conditions (8.15) and (8.16) are invariant under the two reflections \( j_1(z) = \overline{z} \) and and \( j_2(z) = -\overline{z} \). By applying the reflection \( j_2(z) \) if necessary, we may assume \( \Re e_1 \geq 0 \) and that \(-\pi/2 \leq \arg e_1 \leq \pi/2\).

From condition (8.16) the points \( 0, v_3 = e_1 - e_3, v_2 = e_1 - e_2 \) and \( v_1 = 3e_1 \) are the vertices of a parallelogram and condition (8.15) implies that

\[ \arg v_3 + \arg v_2 - \arg v_1 = 0. \]

In the case where \( \arg v_1 \geq 0 \), we rewrite this equation as

\[ \arg v_3 - \arg v_1 = -\arg v_2 \]

and we see that the angle between \( v_1 \) and \( v_3 \) is equal to the angle between \( v_2 \) and the positive real axis. This implies that the angle between \( v_2 \) and \( v_1 \) is larger than or equal to the angle between \( v_1 \) and \( v_3 \). By inspecting the triangle with vertices at \( 0, v_2 \) and \( 3v_1 \), and observing that the side opposite the larger angle is longer than the side opposite the smaller angle we find that \( |v_3| \geq |v_2| \).

To show the reverse inequality consider the reflection \( j \) around the great circle on the Riemann sphere that passes through \( \infty \) and the minimizing point \( p = \Re \theta \). Since it is a spherical geodesic it coincides with the straight line passing through 0 and \( p \). It preserves extremal length and chordal length and so realizes another another (possibly different) extremal point. \( j \) fixes \( e_1 \) and carries \( e_2 \) and \( e_3 \) to \( \hat{e}_2 = j(e_2) \) and \( j(e_3) \). The same argument that showed that \( |\hat{v}_3| \geq |\hat{v}_2| \) now shows that \( |v_2| \geq |v_3| \), and consequently \( |v_3| = |v_2| \).

This equality is possible only if \( e_1 \) and \( e_1 \) are real-valued and there are two possible cases. Either

a) the Teichmüller case, all three of numbers \( e_1, e_2 \) and \( e_3 \) are real-valued, or

b) the Mori case, \( e_1 \) is real valued and \( e_2 \) and \( e_3 \) are complex conjugates.
Because in both cases the constants in (8.12) are real valued, the constants \( z_1, z_2 \)
and \( z_3 \) fall into the same two cases. Since the Mori extremal problem involves fewer
conditions, necessarily the Mori extremal value for \( \Lambda(E_1, E_2) \) cannot be less than
the Teichmüller extremal value. In section 9.6 we show that this extremal value is
actually larger.

By the same type of argument given in Lemma 33 we can show that the minimal
chordal distances are realized by a configuration with \( E_1 \) is equal to an arc of the
unit circle passing through \(-1\) and with endpoints \( \omega \) and \( \overline{\omega} \) where \( \omega \) has negative real
part and with \( E_2 = [a, 1/a] \), where \( 0 < a < 1 \). Here \( \lambda_1 = 2 \text{ Im } \omega \) and \( \lambda_2 = \frac{2(1-a^2)}{1+a^2} \).
This completes the proof of Theorem 1.

To go on to the proof of Theorem 45, let \( \beta_0 \) be a simple closed curve in \( S \) such
that \( i(\alpha_0, \beta_0) = 4 \). Note that \( \beta_0 \) also separates the two sets \( \{z_1, z_2\} \) and \( \{z_3, w_3\} \)
so that the bounds \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \) provide positive lower bounds for \( \Lambda(\alpha_0) \)
and \( \Lambda(\beta_0) \). We know that the product \( \Lambda_r(\alpha_0)\Lambda_r(\beta_0) \) is minimum along a unique
Teichmüller axis in \( T(S) \) and for points \( \tau \) on this unique axis in \( T(S) \),

\[
16 = \Lambda_r(\alpha)\Lambda_r(\beta) = \Lambda_{\tau_0}(\alpha_0)\Lambda_{\tau_0}(\beta_0).
\]  

(8.17)

By applying an isometry of the sphere, which of course preserves extremal lengths
as well as spherical lengths, we may assume the points \( z_1 \) and \( z_2 \) lie at \(-a \) and \( a \),
respectively, where \( a > 1 \) and \( \lambda_1 = \frac{4a}{1+a^2} < 2 \). Now we consider the two reflections \( r_1 \)
and \( r_2 \) around the real and imaginary axes; \( r_1(z) = \overline{z} \) and \( r_2(z) = -z \). The homotopy
classes of \( r_2(\alpha) \) and \( r_2(\beta) \) in \( \mathbb{C} \setminus \{-a, a, r_2(z_3), r_2(w_3)\} \) still satisfy \( i(r_2(\alpha), r_2(\beta)) = 4 \)
and \( \Lambda_{r_2(\tau_0)}(r_2(\alpha)) = \Lambda_{\tau_0}(\alpha) \). Also \( r_2(E_1), r_2(A), r_2(E_2) \) is an annular configuration
that maximizes \( \Lambda(E_1, E_2) \) subject to the conditions on the chordal diameters of \( E_1 \)
and \( E_2 \). Therefore, along the same line

\[
16 = \Lambda_r(\alpha)\Lambda_r(\beta) = \Lambda_{r_2(\tau_0)}(r_2(\alpha_0))\Lambda_{r_2(\tau_0)}(r_2(\beta_0)).
\]  

(8.18)

The same argument applies to the reflection by \( r_1 \) and therefore \( r_1 \) and \( r_2 \) leave \( \tau_0 \)
invariant. This implies \( \tau_0 \) corresponds to the configuration where \((z_1, z_2, z_3, w_3) = (-a, a, ib, -ib)\) where \( \lambda_2 = \frac{ab}{1+b^2} \) and \( \lambda_2 < 2 \) and \( 0 < b < 1 \).

Theorem 45 is a consequence of the minimal axis theorem applied to the measured foliations on \( R \) induced by the homotopy classes of simple closed curves \( \alpha \) and \( \beta \) with \( i(\alpha, \beta) = 4 \).

\[
\lambda \leq \lambda_1 \lambda_2 \leq 4\lambda. \tag{8.19}
\]

Moreover, for every \( \varepsilon > 0 \) there is a \( \delta > 0 \) such that if the chordal diameters of \( E_1 \) and \( E_2 \) are less than \( \delta \), then

\[
\frac{4}{1+\varepsilon} \leq \frac{\lambda_1 \lambda_2}{\lambda} \leq 4.
\]

**Proof** We move the extremal configuration by the transformation \( w = \frac{z-1}{z+1} \) which carries the unit circle to imaginary axis which preserves the extended real axis. It

---

**Theorem 54.** Let \( \lambda_1 \) and \( \lambda_2 \) are the chordal diameters of the extremal sets \( E_1 \) and \( E_2 \) for the Mori problem and assume that each of the arcs \( E_1 \) and \( E_2 \) has spherical length less than or equal to \( \pi \). Also, suppose \( \lambda \) is the chordal diameter of the set \( E_1 \) in the special case that \( E_2 \) has chordal diameter equal to 2. Then

\[
\lambda \leq \lambda_1 \lambda_2 \leq 4\lambda. \tag{8.19}
\]

Moreover, for every \( \varepsilon > 0 \) there is a \( \delta > 0 \) such that if the chordal diameters of \( E_1 \) and \( E_2 \) are less than \( \delta \), then

\[
\frac{4}{1+\varepsilon} \leq \frac{\lambda_1 \lambda_2}{\lambda} \leq 4.
\]

**Proof** We move the extremal configuration by the transformation \( w = \frac{z-1}{z+1} \) which carries the unit circle to imaginary axis which preserves the extended real axis. It
also is an isometry in the chordal metric. The sets $E_2$ and $E_1$ for the extremal configuration are carried to a vertical intervals $[-ib, ib]$ on the imaginary axis and an interval passing through $\infty$ equal to $\{\infty\} \cup (-\infty, -a] \cup [z, \infty)$. Here $a \geq 1$ and $b \leq 1$. The chordal length $\lambda_1$ of $E_1$ is $\frac{4a}{1 + a^2}$ and the chordal length $\lambda_2$ of $E_2$ is $\frac{4b}{1 + b^2}$.

The transformation $w \mapsto w/a$ moves $E_1$ to a geodesic segment with chordal length 2 and contracts the geodesic $E_2$ to the vertical line segment $[-ib/a, ib/a]$, which by definition has chordal length equal to

$$\frac{4b/a}{1 + (b/a)^2} = \frac{4ab}{a^2 + b^2}.$$ 

Therefore,

$$\frac{\lambda_1 \lambda_2}{\lambda} = \frac{4a}{1 + a^2} \cdot \frac{4b}{1 + b^2} \cdot \frac{a^2 + b^2}{4ab} = 4 \frac{a^2 + b^2}{(1 + a^2)(1 + b^2)} = 4 \frac{a^2 + b^2}{1 + a^2 + b^2 + a^2b^2} \leq 4.$$ 

Since we assume $0 < b \leq 1$, the fraction $\frac{a^2 + b^2}{(1 + a^2)(1 + b^2)}$ becomes smaller if we replace $b^2$ in the numerator by 0 and replace it by 1 in the denominator. We obtain

$$\frac{\lambda_1 \lambda_2}{\lambda} \geq 2 \frac{a^2}{1 + a^2}.$$ 

But since $a \geq 1$, $2 \frac{a^2}{1 + a^2} \geq 1$ and so

$$\frac{\lambda_1 \lambda_2}{\lambda} \geq 1.$$ 

The second lower bound is a consequence of

$$\lim_{a \to \infty, b \to 0} 4 \frac{a^2 + b^2}{1 + a^2 + b^2 + a^2b^2} = 4.$$ 

### 8.6 Comparison of the Mori and Teichmüller annuli

In this section we compare the modulus of the Mori annulus to the modulus of the Teichmüller annulus. We use the notation in Ahlfors’ book [2] which is adopted from Künzi [50]. There are three standard annular configurations. The the moduli of these annuli determine functions $\Phi(R)$, $\Psi(P)$ and $X(\lambda)$ by the formulas:
1. \( \Lambda(\alpha_I) = \frac{1}{2\pi} \log \Phi(R) \),
2. \( \Lambda(\alpha_{II}) = \frac{1}{2\pi} \log \Psi(P) \),
3. \( \Lambda(\alpha_{III}) = \frac{1}{2\pi} \log X(\lambda) \).

Figure 8.5: Extremal domains introduced by Ahlfors

Let

\[
M(z) = \frac{z - b}{z + a} \cdot \frac{a - b}{2b},
\]

so \( M(-a) = \infty, M(-b) =, M(b) = 0 \) and

\[
M(a) = \frac{(a - b)^2}{4ab}.
\]

Therefore, the extremal modulus for the Teichmüller configuration is

\[
\frac{1}{2\pi} \log \Psi \left( \frac{(a - b)^2}{4ab} \right) = \frac{1}{2\pi} \log \Psi \left( \frac{1}{4} \left( \frac{a}{b} + \frac{b}{a} - 2 \right) \right) .
\] (8.20)

Let

\[
M(z) = \frac{z - b}{z + a} \cdot \frac{a - b}{2b},
\]

so \( M(-a) = \infty, M(-b) =, M(b) = 0 \) and

\[
M(a) = \frac{(a - b)^2}{4ab}.
\]
Therefore, the extremal modulus for the Teichmüller configuration is

\[
\frac{1}{2\pi} \log \Psi \left( \frac{(a-b)^2}{4ab} \right) = \frac{1}{2\pi} \log \Psi \left( \frac{1}{4} \left( \frac{a}{b} + \frac{b}{a} - 2 \right) \right). \tag{8.21}
\]

If \( \tilde{M}(z) = \frac{z-a}{z+a} \), it carries the annular configuration with \( E_1 = [\infty, -a] \cup [a, \infty] \) and \( E_2 = [-ib, ib] \) to \( \tilde{M}(E_1) = [0, \infty] \) and \( \tilde{M}(E_2) \) which is the arc on the unit circle that joins \( \tilde{M}(-ib) \) to \( \tilde{M}(ib) \) passing through \(-1\). Thus

\[
\tilde{M}(-ib) = \frac{-ib-a}{-ib+a} = \frac{-ib-a}{-ib+a} \cdot \frac{a+ib}{a+ib},
\]

that is,

\[
\text{Im}\left( \tilde{M}(-ib) \right) = \frac{-2abi}{a^2 + b^2},
\]

and

\[
\tilde{M}(ib) = \frac{ib-a}{ib+a} = \frac{ib-a}{ib+a} \cdot \frac{a-ib}{a-ib},
\]

\[
\text{Im}\left( \tilde{M}(ib) \right) = \frac{2abi}{a^2 + b^2},
\]

so \( \lambda = \frac{4ab}{a^2 + b^2} \) and the extremal modulus of the Mori configuration is

\[
\frac{1}{2\pi} \log X \left( \frac{4ab}{a^2 + b^2} \right). \tag{8.22}
\]

In order to compare (8.20) and (8.22) we use the relations

\[
X(\lambda) = \Phi \left( \frac{\sqrt{4 + 2\lambda} + \sqrt{4 - 2\lambda}}{2\lambda} \right) \quad \text{and} \quad \Phi(R) = \Psi \left( \frac{1}{4} \left( \sqrt{R} - 1/\sqrt{R} \right)^2 \right)
\]

to obtain

\[
X \left( \frac{4ab}{a^2 + b^2} \right) = \Phi \left( \frac{2(a+b)\sqrt{a^2 + b^2} + 2(a-b)/\sqrt{a^2 + b^2}}{4ab/(a^2 + b^2)} \right) = \Phi \left( \frac{\sqrt{4 + \frac{8ab}{a^2 + b^2}} + \sqrt{4 - \frac{8ab}{a^2 + b^2}}}{4ab/(a^2 + b^2)} \right) = \Phi \left( \frac{2(a+b)\sqrt{a^2 + b^2} + 2(a-b)/\sqrt{a^2 + b^2}}{4ab/(a^2 + b^2)} \right).
\]
8.7. Pairs of extremal of annuli on a four times punctured sphere

\[ \Phi \left( \frac{\sqrt{a^2 + b^2}}{b} \right) = \Psi \left( \frac{1}{4} \left( \frac{\sqrt{a^2 + b^2}}{b} + \frac{b}{\sqrt{a^2 + b^2}} - 2 \right) \right) . \]

But \( \Psi \) is an increasing function and since \( a > b, 1 < a/b < \sqrt{a^2 + b^2}/b \) and

\[ \frac{\sqrt{a^2 + b^2}}{b} + \frac{b}{\sqrt{a^2 + b^2}} > a/b + b/a, \]

by using (8.21) we see that the Mori configuration has larger modulus than the Teichmüller configuration.

8.7 Pairs of extremal of annuli on a four times punctured sphere

On a four times punctured sphere \( S \) with quasiconformal structure the only possibilities for the intersection number of any two non homotopic essential simple closed curves \( \alpha \) and \( \beta \) must be equal to \( 2n \). The cases \( n = 1 \) and \( 2 \) correspond to the Teichmüller and Mori annuli. For any nonnegative integer \( n \) and Riemann surface structure \( S_\tau \) on \( S \) there are two integrable holomorphic quadratic differentials \( q_\alpha \) and \( q_\beta \) associated to \( \alpha \) and \( \beta \). \( q_\alpha \) has the following properties:

a) every regular trajectory of \( q_\alpha \) is homotopic to \( \alpha \),

b) the set of all of these regular trajectories forms an annulus conformal to a Euclidean cylinder and each boundary of the cylinder splits into two segments of equal length that are isometrically identified on \( S_\tau \),

c) The metric \( |q_\alpha|^{1/2} \) is extremal for the extremal problem \( \Lambda_\tau(\alpha) \),

d) \( \int \int_{S_\tau} |q_\alpha| dx dy = 1. \)

\( q_\beta \) has the same properties with \( \alpha \) replaced by \( \beta \). Since the space of such differentials has dimension 1, \( q_\alpha = cq_\beta \) for some nonzero complex constant \( c \) with \( |c| = 1 \). We let \( |du| = \text{Re}(q_\alpha^{1/2} dz) \) and \( |dv| = \text{Re}(q_\beta^{1/2} dz) \).

**Theorem 55.** For every pair of essential simple closed curves \( \alpha \) and \( \beta \) on \( S \), the locus of points in \( T(S) \) for which \( \Lambda_\tau(\alpha)\Lambda_\tau(\beta) = (2n)^2 \) is a unique Teichmüller line in \( T(S) \) along which the leaves of \( |du| \) are orthogonal to the leaves of \( |dv| \).
\textbf{Proof} This is just the minimal axis theorem applied to the measured foliations determined by the simple curves \( \alpha \) and \( \beta \). To see how \( \alpha \) and \( \beta \) determine such foliations, we realize \( S \) and \( \alpha \) in a special way. Construct \( S \) from a rectangle with vertical and horizontal sides joining the four points 0, 1, \( 2i \) and \( 1+2i \). The bottom of the rectangle is identified with the top by \( z \mapsto z + 2i \). The left side is identified with itself by \( z \mapsto 2i - z \) and the right side by \( z \mapsto 1 + 2i - z \). The four punctures of \( S \) correspond to the four vertices at 0, 1, \( i \) and \( 1+i \). The curve \( \alpha \) is realized by the union of the two horizontal line segments \([i/2, 1+i/2] \) and \([3i/2, 1+3i/2] \). The homotopy class of \( \beta \) is realized by the union of \( n \) translates by \( 1/n \) of a line segment that slants upwards and to the right starting at a point \( x \) on the unit interval with slope \( 2n \).

We choose the value \( x \) to be strictly between 0 and \( 1/n \). Note that \( i(\alpha, \beta) = 2n \) but \( \alpha \) is not orthogonal to \( \beta \). On the other hand the shear

\[
T = \begin{pmatrix} 1 & -1/n \\ 0 & 1 \end{pmatrix}
\]

carries the rectangle \( S \) to a new rectangle \( S_\tau \), where \( \tau = T(i) \) and the straight line segments that make up \( \alpha \) and \( \beta \) are carried to new straight line segments \( \alpha_\tau \) and \( \beta_\tau \), which are perpendicular. If we break up \( \tau \) into its real and imaginary parts, \( \tau = \tau_1 + i\tau_2 \), then the minimal axis along which the horizontal trajectories of \( q_\alpha \) and \( q_\beta \) are realized perpendicularly along the vertical line in the upper half plane defined by \( \tau_1 = -1/n \).

### 8.8 Mori type extremal problems

In cases with topological symmetry it is sometimes simple to identify the minimal axis for a pair of measured foliations corresponding to two simple curves with the intersection property. As an example consider the two simple closed curves \( \alpha \) and \( \beta \) shown in Figure 8.6.
Theorem 56. Consider the Riemann sphere with six points removed, namely,

\[(a_1, b_1, c_1) = r(1, -1/2 + i\sqrt{3}/2, -1/2 - i\sqrt{3}/2) \text{ where } 0 < r < 1,\]

and

\[(a_2, b_2, c_2) = R(-1, +1/2 + i\sqrt{3}/2, 1/2 - i\sqrt{3}/2) \text{ where } 1 < R.\]

Then \(i(\alpha, \beta) = 6\) and the quadratic differential

\[q(z)(dz)^2 = \frac{z(dz)^2}{(z - a_1)(z - b_1)(z - c_1)(z - a_2)(z - b_2)(z - c_2)} \quad (8.23)\]

generates a Teichmüller line which is the locus of points for which \(\Lambda_r(\alpha)\Lambda_r(\beta)\) takes its minimum value, which is 36.

![Diagram of a six punctured Riemann sphere](image.png)

Figure 8.6: Six punctured Riemann sphere

Proof: Because of the symmetry under reflections around the lines through the origin at angles in multiples of 60°, the regular horizontal trajectories of \(q\) comprise an annulus \(A_\alpha\) that fills the Riemann sphere except for the critical graph shown in the figure. Moreover, the regular vertical trajectories of \(q\) comprise another annulus \(A_\beta\) that also fills the Riemann sphere except for a similar critical graph.
Together with this description of the minimal axis there is a similar and more difficult Mori type problem. Consider annular configurations $E_1, A, E_2$ in the Riemann sphere with the property that the continua $E_1$ and $E_2$ contain equilateral triangles of a prescribed size. That is, assume $\lambda_1$ and $\lambda_2$ are two positive numbers and each $E_j$ contains three points $a_j, b_j$ and $c_j$ such that $\min\{d_C(a_j, b_j), d_C(b_j, c_j), d_C(c_j, a_j)\} \geq \lambda_j$ for $j = 1$ and 2. Under these conditions make $\Lambda(E_1, E_2)$ is as large as possible.

**Conjecture:** Under the conditions described above, up to spherical isometry there is a unique annular configuration for which $\Lambda(E_1, E_2)$ is as large as possible. We can take

$$(a_1, b_1, c_1) = r(1, -1/2 + i\sqrt{3}/2, -1/2 - i\sqrt{3}/2) \text{ where } 0 < r < 1,$$

$$(a_2, b_2, c_2) = R(-1, +1/2 + i\sqrt{3}/2, 1/2 - i\sqrt{3}/2) \text{ where } 1 < R,$$

and the sets $E_1$ and $E_2$ form the critical horizontal trajectory of the quadratic differential

$$q(z)(dz)^2 = \frac{z(dz)^2}{(z - a_1)(z - b_1)(z - c_1)(z - a_2)(z - b_2)(z - c_2)}. \quad (8.24)$$

There are a pair of essential simple closed curves $\alpha$ and $\beta$ on $R$, the Riemann sphere minus six points for which $i(\alpha, \beta) = 6$ and a unique line in the Teichmüller space along which $\Lambda(\alpha)\Lambda(\beta) = 36$ and along which the extremal configurations lie for variable $\lambda_1$ and $\lambda_2$. 
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