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Abstract
Vision-based Assistive Indoor Localization
by
Feng HU

Advisor: Professor Zhigang Zhu

An indoor localization system is of significant importance to the visually impaired in their daily lives by helping them localize themselves and further navigate an indoor environment. In this thesis, a vision-based indoor localization solution is proposed and studied with algorithms and their implementations by maximizing the usage of the visual information surrounding the users for an optimal localization from multiple stages. The contributions of the work include the following: (1) Novel combinations of a daily-used smart phone with a low-cost lens (GoPano) are used to provide an economic, portable, and robust indoor localization service for visually impaired people. (2) New omnidirectional features (omni-features) extracted from 360 degrees field-of-view images are proposed to represent visual landmarks of indoor positions, and then used as on-line query keys when a user asks for localization services. (3) A scalable and light-weight computation and storage solution is implemented by transferring big database storage and computational heavy querying procedure to the cloud. (4) Real-time query performance of 14 fps is achieved with a Wi-Fi connection by identifying and implementing both data and task parallelism using many-core NVIDIA GPUs. (5) Refine localization via 2D-to-3D and 3D-to-3D geometric matching and automatic path planning for efficient environmental modeling by utilizing architecture AutoCAD floor plans.

This dissertation first provides a description of assistive indoor localization problem with its detailed connotations as well as overall methodology. Then related work in indoor localization and automatic path planing for environmental modeling is surveyed. After that, the framework of omnidirectional-vision-based indoor assistive localization is introduced. This is followed by multiple refine localization strategies such as 2D-to-3D and 3D-to-3D geometric
matching approaches. Finally, conclusions and a few promising future research directions are provided.
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Chapter 1

Introduction

An indoor localization system is of significant importance to the visually impaired in their daily lives if it can help them localize themselves and further navigate unfamiliar indoor environments. There are 285 million visually impaired people in the world according to the World Health Organization (last time accessed: Nov. 2016), among whom 39 million are blind.\(^1\) Compared to sighted people, it is much harder for visually impaired people to navigate indoor environments. Nowadays, too many buildings are also unfortunately mainly designed and built for sighted people; therefore, navigational tasks and functions that sighted people take for granted could be huge problems to visually impaired people. Despite a large amount of research have been carried out for robot navigation in the robotics community, and several assistive systems are designed for blind people, efficient and effective portable solutions for visually impaired people are not yet available. In this thesis, a robust localization and navigation solution is provided for visually impaired people using portable devices, e.g., GoPano lens and iPhone\(^2\), Google Glass\(^3\) or Project Tango Tablet\(^4\).

\(^1\)http://www.who.int/mediacentre/factsheets/fs282/en/
\(^2\)http://eyesee360.com
\(^3\)https://developers.google.com/glass/
\(^4\)http://get.google.com/tango/
1.1 Problem statement

When it comes to the task of indoor localization, normal sighted people usually localize themselves by looking at the surrounding visual information to identify their current locations, e.g., on a floor plan, and then determine the appropriate paths to their desired locations. Due to the lack of visual input, visually impaired people face great challenges in the localization and navigation tasks when entering into a new indoor environment.

With the advances in image processing and computer vision techniques, and the emergence of ubiquitous of portable imaging systems and mobile computing devices, we formalize our problem statement in this thesis as:

*How can we make full use of the already existing visual information around a visually impaired person, and nonintrusive portable devices available to them, to provide a real-time, accurate and robust indoor localization service?*

In the following, the connotations of this problem statement will be elaborated in detail by describing the concepts, the designs and implementations that could lead to the solutions to answer this problem.

(1) Indoor localization

Indoor localization is to use one or more sensors such as cameras, magnetic sensors, IMUs, RGBD sensors, etc., to automatically determine the location of a robot or a person in real-time in an indoor environment. This thesis mainly focuses on the indoor localization solutions with visual sensors, including normal camera, camera with omnidirectional lens, or 3D sensors, for assisting visually impaired people with performing indoor navigation tasks.

A successful assistive indoor localization system will have great social and economic impact to the visually impaired community and the society. The usual way for visually impaired people to navigate indoor environments is by memorization, which means, by remembering the already traveled route and recalling it when they come to the same place the second
time [75]. If we review this psychological process, we will find a lot of efforts are involved in the mental task. For example, they have to precisely remember turn-by-turn information and all the important points of interests (i.e., landmarks) along the routes. Without these landmarks, they lose the waypoints to help themselves to judge whether they are on the correct path or not. Therefore, it would be very meaningful to create and build assistive indoor navigation systems for the visually impaired to relieve them from such memory burdens, and free their mind to deal other important issues in their daily lives.

(2) Why visual information?

Visual information is widely used by human beings, as well as many other species, to perceive their environments and carry out daily tasks. As an important perspective of artificial intelligence, visual information processing is the visual reasoning skill that enables us to process and interpret meaning from visual information that we gain through our eyesight.

Visual perception plays a big role in our daily life, but probably because of the ease with which we rely on the perception, we tend to overlook the complexity behind it. Understanding how we interpret what we see can help us design and organize our visual information and inspire many useful applications for the real world.

Visual information based localization is one of such applications, and is now attracting more and more interest in both the computer vision community and the robotics community, mainly to achieve real-time and accurate localization [36][31][33].

Visual information encode very rich knowledge about the indoor environment. First, it includes all the visible physical objects existing in the environments, for example, the doors, windows, notice boards. Even though the general problem of object recognition is not fully solved yet, there are sufficient techniques we can utilize to explore these visual information, for example, by extracting primitive geometric elements, such as vertical lines, to differentiate environmental landmarks for an accurate localization. Second, visual information can provide structure information, for example 3D model, of an environment. These structure
information can be used a global matching base for a later localization query from a user providing just an image, an image sequence or a local 3D model.

(3) Nonintrusive portable devices

Some researchers designed special robots or other systems for helping visually impaired people [103], however, according to previous research and discussion with many visually impaired individuals, the majority of them do not want to carry extra devices [42]. There are a couple of reasons. First, they might already have several devices to hold every day (e.g. white canes and braille notetakers). Second, most of them do not want to use systems that attract extra attentions to them and distinguish themselves from normal sighted people especially in the public space. Third, usability study on assistive technology shows that new functionality provided on the existing devices (e.g. daily-used smart phones) or hands-free portable devices, such as wearable glasses, are of their preference [58].

The most common portable nonintrusive devices include iOS based and Android based smart phones, tablets, and wearable glasses. These devices are used daily by not only visually impaired, but also normal sighted people. They are also becoming more and more powerful both in terms of computation and storage, and in providing high-quality visual sensors, such as on-board cameras, for sensing the environment.

In this thesis, three popular or potentially promising devices are utilized, GoPano plus iPhone, Google Glass and Project Tango tablet, for their unique functionality provided. GoPano and iPhone combined together provides ultra-wide Field of View (FoV) images; Google Glass provides very natural and convenient user interface; and Project Tango device has fast direct 3D sensing units. Even though it seems that we need multiple devices to make usage of their unique functionality, this is likely not necessary in the future devices, as we see more and more companies are trying to embedded all these features together into their latest products. For example, iPhone 7 plus \(^5\) are integrating wide Field of View camera as

\(^5\)http://www.apple.com/iphone-7/specs/
a built-in camera, and Lenovo Phab phone\textsuperscript{6} integrates 3D sensors into their smart phone. In the future, there would be devices that have all the features (portable, wide FOV, 3D sensing enable, natural user interface, etc.) built-in, and we can make use of it for an integrated accurate and convenient localization solution for visually impaired people.

(4) Real-time performance

For localization applications, especially assistive localization for the blind, real-time performance is one of the most critical requirements, as the users usually will lose patience if the system is too slow. There are many challenges in designing and implementing a real-time system. First, since the actual devices the visually impaired used are portable devices, they have limited computation power compared to desktops or computer clusters. Second, as the environment area size scales up, devices such as smart phones do not have sufficient memory space to store such large environmental database.

To ensure a real-time performance, two strategies are involved in the design and implementation process of our thesis work. First, a client-server architecture is adopted to transfer the storage and computation load from the smart phone client, which has limited resources, to the server side, which theoretically has unlimited storage and computation power. Second, GPU acceleration mechanism is utilized to further improve the time performance especially when database size is large.

(5) Levels of accuracy

Accuracy is one of the most important indicators for a useful localization system. Localization result is critical for any further navigation instructions, so an inaccurate localization will make the entire navigation system dysfunctional. However, indoor localization accuracy standards have not been clearly defined by researchers or industries yet. Even though extreme high accuracy, e.g. up to millimeter level, is not necessary for localizing a person for navigation purpose, the higher accuracy, the better. A suggested industrial-level accuracy is

2 meters\(^7\), within which a user can differentiate the doors of two nearby offices, detect the floors on which the user is using, or find a car in a parking lot.

There are also a few challenges in the visual information indexing-and-retrieving based indoor localization for achieving high accuracy. First, repetition of the scenes. If multiple scenes are alike, it is hard for the system to distinguish one location from the other based on just the discrete images obtained at these locations. Second, limited Field of View of the cameras. Even though scenes are different with each other, if only a portion of the entire scene is used to extract scene representation features, the representation power of these features will be damaged. Third, trade-off between storage consumption and accuracy. To reduce the storage and computation load, dimensions of the scene features are usually reduced, for example, using Principle Component Analysis (PCA)\(^{40}\), different features therefore may appear to be similar, and thus influence the accuracy of the localization system.

(6) Robustness

The system shall be able to withstand or overcome many kinds of challenges and adversity. Note that all the information used in vision-based localization are originally from the lights of the environment that are then accumulated by the imaging system. If this imaging procedure is interfered, for example, because of illumination change, occlusion, distortion, etc., the same scene will generate different visual representations, which makes the system unstable.

There are multiple ways to increase the robustness of a system, and some uniqueness of the assistive indoor localization problem can be used as the assumptions. For example, the visually impaired people usually walk slowly and smoothly without dramatic location changes. If there is a localization result significant far away from previous obtained result, e.g. result obtained 5 seconds ago, it could be treated as an unstable result and can be removed.

\(^7\)http://spreo.co/
1.2 Methodology

Depending on the form of localization result we needed, utilizing visual information for the assistive localization can be divided into two categories: metric localization and topological localization. Metric localization provides detailed coordinates of the user (or the sensor) in a given pre-defined global two-dimensional (2D) or three-dimensional (3D) coordinate system. Topological localization does not provide absolute coordinates measurement within any coordinate system, but divides the location results into discrete classes, and therefore provides discrete location class name for any input visual information. In this thesis, we are only focusing on metric localization since it provides more accuracy results and is widely needed in visually impaired people’s daily life.

There are many different methods which can be used for visual information based indoor localization, but if we extract their common idea and analyze them from the methodology perspective of view, locating any user (or sensor) using visual information has the paradigm of computing newly obtained visual information against the pre-built surrounding visual model.

In this section, instead of discussing any specific method, we in general discuss the methodology behind our research work. We divide the vision based indoor localization task into three components: environmental modeling, localization algorithms, and assistive user interfaces.

1.2.1 Environmental modeling

Representing environment is one of the fundamental components for a visual information based indoor localization systems. The physical space we live in is three dimensional, therefore we can use 3D representations, for example, 3D point cloud, to represent the environments. We can, however, also represent the 3D environment by projecting it into 2D space, and use 2D representations, for example images, to organize environment scenes.
In this subsection, we will discuss two approaches in environmental modeling: omnidirectional imaging based environmental modeling and 3D structure based environmental modeling. The first approach belongs to the 2D category, but utilizes wide field of view images, and thus is more powerful than normal field of view representation. We divide the second approach into two types, sparse 3D points based reconstruction using Structure from Motion technique, and dense 3D points based reconstruction using direct sensing.

(1) 2D omnidirectional imaging based environmental modeling

2D image based environmental modeling registers 2D image information—usually in terms of unique 2D features or feature combinations—and the physical coordinate of the space together, then when another occurrence of these unique features appears, we infer the corresponding location by searching the previous feature-coordinate mapping pairs.

This modeling problem can therefore be converted into feature-coordinate indexing or mapping problem. In general, it includes two steps: (1) acquiring useful images or features, and (2) relating them to the physical locations in the space. To reduce the database scale without losing much accuracy, key frame extraction techniques are usually used to minimize the memory and computation needed by the features in the modeling process.

The indexing procedure is conducted in the modeling stage before the system is delivered to real users, which means that the system developer has to construct the mapping for the area they want to cover. The modeling procedure is, however, only needed once and is offline.

A common way to relate images and the physical world is to use floor plans. For example, we can use the corner of one floor of a building as the origin of the world coordinate system, and all the other image features are registered in this coordinate system afterwards in indoor localization applications.

One advantage of using a global coordinate system is that it can utilize the coordinates of some known position, e.g. the entrance of a building, as the initial location. By setting up
an initial position value when a user arrives, instead of a global searching the entire database of an area to get the initial position, we reduce much computation load.

Note that what we are actually making use of are the existence of features, or feature spatial distributions, to decide whether we are at some specific location or not; we do not have to recognize specific objects, e.g. doors, signs, etc., or utilize the geometric relationship among the objects in the environment in this 2D omnidirectional imaging based environmental modeling.

(2) 3D structure based environmental modeling

Real physical space is three dimensional; thus, it is natural to model the world with 3D sensors or via 3D reconstruction techniques, and then to use these 3D models to achieve reliable indoor localization. There are two major methods to construct 3D environmental models: Structure from Motion (SfM) and direct 3D sensing.

SfM is the process of estimating three-dimensional structure from two-dimensional image sequences [10]. Depending on the sources of the 2D images, SfM based localization approaches can be classified into two categories: crowd-sourced images based and user-captured images based localization. In indoor localization tasks for visually impaired people or the blind, the areas we want to localize are not popular places of interest for the general public. Therefore the images obtained from the Web are neither sufficient nor dense enough to model such 3D environments. So crowd-sourced image based 3D reconstruction is not appropriate for our purpose. In this thesis, we collect the images/video data by ourselves and use these visual information for 3D reconstruction.

The creation of the structure from motion work in this thesis involves three parts: GPU-based SIFT feature detection; pair-wise feature matching; and sparse as well as dense 3D reconstruction, which will be discussed in detail in Section 5.1.
The 3D environment information can also be obtained directly with portable and real-time 3D sensors, such as Google’s Project Tango\(^8\), Microsofts Kinect\(^9\), ASUSs Xtion\(^10\), Structure io\(^11\), etc. We denote 3D environment modeling methods using above sensors as direct sensing method, differentiating it from structure from motion method.

One issue of the 3D data obtained by these devices is that their field of view of a single scan is limited. Sensors can only scan a very small local area in one moment, within a short range (0.8 to 4.0 meters)\(^12\). So we need to align these discrete and unregistered local 3D scans together for a complete environmental model.

A common way to deal with this problem is to combine and register all the local 3D data captured at different locations/times together and construct a global consistent 3D model under some assumptions, e.g. all global physical space is static and will not change during the localization and navigation procedure. More details will be discussed in Section 5.3.

1.2.2 Localization algorithms

Once the environmental models have been built, the newly captured input visual information can therefore be utilized for computing the location where these information are acquired. We denote the methods for aligning new visual input with global models as localization algorithms.

Depending on the modeling methods by which the environmental models are built, as discussed in previous subsection 1.2.1, the algorithms for localizing new input visual information are different correspondingly.

2D visual information based modeling uses image features as landmark representations, and the localization task essentially can be modeled as an information retrieval process\(^[35]\). 3D based modeling, however, relies geometric calculation for localizing new visual

\(^8\)http://get.google.com/tango/
\(^10\)https://www.asus.com/3D-Sensor/Xtion_PRO/
\(^11\)http://structure.io
\(^12\)http://get.google.com/tango/
information, for example, using 2D-to-3D matching or 3D-to-3D matching strategy. We will briefly introduce these two approaches in the following paragraphs, the details of which are explained in Chapter 4 and Chapter 5 respectively.

The 2D retrieval process includes the following steps: (1) capture one or more new images and extract representation features; (2) search features against the database of a scene; (3) find the most likely matched ones; and (4) finally output the localization results aligned with these features under certain matching criteria.

For the SfM models, given an input image, localization task is initialized by again extracting local features from the image and then finding which points in the model are matching with this image. After corresponding points are found, we can use the perspective N-points (pNp) algorithm [53] [34] to determine the camera location and orientation, i.e., the camera pose.

For direct dense sensing 3D models, for example, models captured by Google Project Tango Tablet device, a user can perform the localization task by capturing new RGB-D data at a new location via holding the Tablet, and registers the new data with the pre-built global 3D model using the ICP algorithm [108][32].

1.2.3 Assistive User interfaces

Assistive User interface is another important component in assistive technologies and solutions. Our localization systems and corresponding interfaces, even though can be used by general population, or some other special communities, such as elderly people, are designed mainly for visually impaired people.

There are several features which we shall take into consideration when designing assistive technology according to our corroboration with the visually impaired community. First, the interface shall be on the devices that are both light and portable. It’s better if the solution can be embedded into their existing daily used devices, such as smart-phones. Visually impaired people already have a couple of things for carrying, e.g. cane, Braille printers, so light and
portable property is highly preferable. Second, the device shall be non-intrusive. No extra attention shall be drawn from the surrounding people, therefore the visually impaired can feel comfortable for a normal social life. Third, the design shall be low-cost. Many of the visually impaired people live with low-coming, or have already spent a certain amount of money in other assistive expenditures, so affordability is a critical feature.

Besides the overall system design, the assistive user interface is also an important component of our work. In this thesis, depending on the methods chosen, we have three devices and user interfaces: iPhone with customized iOS app, Google Glass with voice command control, and touch screen enabled Google Project Tango.

In the iOS app, since visually impaired people, especially blind people, cannot see the screen, and they usually use their smart-phones with the smallest lightness to save power, the key idea our design is to make it easy and simple to use. We lay a big bottom in the middle of the screen, and by pressing this bottom, the process of image capture, feature extracting, client-server communicating, matching and candidates aggregating will be executed automatically. Result will be read out to the users via voice feedback after localization result is returned. Also, since this method depends on that a user holds the smart-phone vertically in order to extract correct image features, we have a component for detecting the smart-phone’s inertial measurement unit (IMU) data, and suggests the user to adjust the holding posture via voice if the holding tilt angle is larger than a threshold. More details about this will be discussed in Chapter 4.

In the Google Glass application, the user interface is divided into two parts: instructions input and resulting voice output. The localization service can be initialized by either voice command, or by tapping the side of the Glass. The result is read out to the Glass wearer via the bone conduction transducer. While in the Google Project Tango approach, we use similar design as the iOS app by creating a click-able area on the tango screen, and by tap this area, all the underlying processes are accomplished and results will be read out via voice feedback. More details are discussed in Chapter 5.
1.3 Overview

In the following Chapters, we will present our indoor localization research work from a very focused vision-based perspective, putting in the context of a broader spectrum of general vision and non-vision localization methods reviewed in the Related Work part. By utilizing the state-of-the-art portable devices and computer vision technologies, we try to investigate what machine vision methods can achieve for the assistive indoor localization task. The major contributions are summarized as follows.

C.1. An Economic and Portable Solution

- A novel combinations of a daily-used smart phone with a low-cost lens (GoPano) are used to provide an economic, portable, and robust indoor localization service for visually impaired people.

C.2. A Compact and Distinguishable Omnidirectional Feature

- New omnidirectional features (omni-features) extracted from 360 degrees field-of-view images are proposed to represent visual landmarks of indoor positions, and then used as on-line query keys when a user asks for localization services.


- A scalable and light-weight computation and storage solution is implemented by transferring big database storage and computational heavy querying procedure to the cloud.

C.4. GPU-accelerated Real-time Performance using Parallelized Algorithm

- Real-time query performance of 14 fps is achieved with a Wi-Fi connection by identifying and implementing both data and task parallelism using many-core NVIDIA GPUs.
C.5. Path-planning for Data Collection and Geometric Computing for Pose Refinement

- Automatic path planning is developed for efficient environmental modeling by utilizing architecture AutoCAD floor plans, and a number of methods for refining localization results via 2D-to-3D and 3D-to-3D geometric matching.

The rest of the dissertation is organized as follows:

Chapter 2 presents a brief literature review on the state-of-the-art related work: (1) non-vision based indoor localization approaches, including GPS, Bluetooth, RFID, and WiFi-based indoor localization; (2) omnidirectional-vision-based indoor localization, within which omnidirectional imaging process, feature extraction, scene representation, image-retrieval based localization approaches are discussed; (3) other vision-based indoor localization, including Structure from Motion (SfM) based localization, direct 3D sensing based localization; and (4) assistive technology and user interfaces.

Chapter 3 describes the use of architecture drawings, especially AutoCAD architecture floor plans for automatically derive the traversability of paths within a building, which can be used as a guidance in modeling the whole environment. It consists of the following four steps: (1) the system reads an architectural floor plan (such as an AutoCAD file), extracts information of each entity (room, corridor and so on) and layers, and then stores them into a database; (2) an image-based analytics method is applied to extract each rooms layout-entity polygon; (3) the system identifies the geometric relations between neighborhood rooms and corridors, which allows a topological graph of the entire building to be computed; and (4) a 3D floor map and a traversable map are finally generated.

Chapter 4 introduces our framework of constructing a real-time assistive indoor localization system using omnidirectional GoPano lens and a smart phone. First, omnidirectional images obtained from device are preprocessed and distinguishable global features, Omni-Features, are extracted from these images for representing the scene landmarks. Second, the
omni-features are transformed, for the purpose of reducing storage requirement and computation time without losing localization accuracy, and indexed into environmental modeling database, which are aligned with their locations on floor plan. Third, parallelized multi-frame based querying methods are discussed for real-time finding the most similar candidates as well as aggregating a finalized location. Four sets of experiments are presented for demonstrating the accuracy and time performance of the solution.

Chapter 5 focuses on the visual information based refinement approaches in the indoor localization task from three perspectives. First, we discuss a structure from motion based indoor localization refinement method. Then we propose a multi-view omnidirectional geometry based localization refinement method. Finally, we introduce a direct sensing based localization refinement approach.

Chapter 6 summarizes the overall vision based indoor localization framework and some possible complementary refinement. Promising future directions are listed along the discussion of the trends in the hardware and software development of the visual information based localization system. Though this thesis uses a few devices to test the possibility of exploring different perspective of machine vision for solving the localization problem, in the near future, all these devices could be integrated into a single platform and provides a powerful hardware platform for all our current algorithms, as we can see from the recent released products in the industrial.
Chapter 2

Related Work

Indoor localization solutions, depending on what kinds of sensors are used for obtaining the environmental information, can be divided into two categories: non-vision and vision information based systems. As we discussed in Section 1.2, environmental sensing and modeling is the first step to begin a navigation task, which is then followed by processing and analyzing the obtained data with different kinds of computational methods. In this chapter, we first reviewed non-vision sensor based localization methods for practical assistive navigation systems. Then, we turn to the vision sensor based localization methods, especially the omnidirectional sensor and how it can be applied to localization and navigation tasks. Finally, we discuss the assistive technology in general and unique features about their user interface.

2.1 Non-vision-based indoor localization

In this section, we discuss the non-vision information based localization research work, especially for assistive localization purpose [46][13]. In general, according to the sensors used, localization can be divided into two major categories: GPS-signal-based methods and frequency-based methods. The state-of-the-art research on frequency-based indoor localization task using non-vision sensors include bluetooth-based indoor localization, RFID-based indoor localization and Wi-Fi based indoor localization [55].
(1) GPS based localization

The Global Positioning System (GPS), also known as Navstar GPS or simply Navstar, is a global navigation satellite system (GNSS) that provides geolocation and time information to a GPS receiver in all weather conditions, anywhere on or near the Earth where there is an unobstructed line of sight to four or more GPS satellites\(^1\)\(^2\). The accuracy of GPS in outdoor environments is around 2m\(^3\), and the GPS signal in space will provide a worst case pseudo-range accuracy of 7.8 meters at a 95% confidence level, as shown in Fig.2.1. The actual accuracy a regular user can obtain actually depends on a lot of factors that are out of the providers control, including atmospheric effects, sky blockage, and receiver quality. Real-world data from the FAA shows that their high-quality GPS receivers provide better than 3 meter horizontal accuracy.

The localization tasks in outdoor environments are predominantly via GPS, such as widely used Google maps application\(^4\). However, this is not the case when it comes to the indoor environments. Due to the significant signal attenuation caused by construction materials, this satellite based GPS loses significant power indoors and therefore making such methods impractical.

(2) Bluetooth and RFID based localization

Bluetooth is a wireless technology standard for exchanging data over short distances (using short-wavelength UHF radio waves in the ISM band from 2.4 to 2.485 GHz) from fixed and mobile devices, and building personal area networks (PANs)\(^5\). Even though the bluetooth technology is built to transfer data, it is also capable of telling the distance between the transmitter and the receiver. Many companies are doing beacon based indoor navigation

---

\(2\) http://www.loc.gov/rr/scitech/mysteries/global.html
\(3\) http://www.gps.gov/systems/gps/performance/accuracy/
\(4\) https://www.google.com/maps/
\(5\) https://www.bluetooth.com
systems. For example, SPREO, a US and Israeli company, founded in 2013 \(^6\), provides a bluetooth beacon signal based indoor navigation service, and claims an accuracy of 1.5m.

The bluetooth indoor navigation system usually involves two parts: the hardware bluetooth beacons, and the mobile receivers, which are usually smart-phones, like iPhones or Android phones. The beacons are low cost, low energy chips and the battery can last for years (e.g. 5 years for Texas Instruments (TI) CC2540 Bluetooth System-on-Chip beacons). Fig. 2.2 shows an example of such a chip.

The smart-phone receives a signal from these beacons, and calculates the current location, the floor number, related maps, and possibly zoom in and zoom out functionality using triangulation. This information can be used for images/videos capture using the smart-phone for door and sign detection and localization \([5][21]\).

\(^6\)http://spreo.co/
Radio frequency identification, or RFID, is a generic term for technologies that use radio waves to automatically identify people or objects. However, it can also be used for the indoor localization task [101][26]. The major idea is to use the electromagnetic field wirelessly to transfer data to automatically identify and track tags attached to objects. As opposed with bar-codes [61], RFID tags do not necessarily have to be within line of the sight of a RFID reader, and may be also embedded in a tracked object.

A classical RFID localization system uses labels or tags attached to the objects to be identified [12], and there is a bidirectional communication between a sender (also known as interrogator or reader), which sends signal to a tag and reads its response, and a tag. Tags can be passive, active or battery-assisted passive. The active tags have batteries built-in and can periodically transmit their signals. The battery assisted passive tags have a small battery inside but the battery is only activated when the tags are in the range of a reader. The passive tags are small and cheap, but they require a signal magnitude three times than the normal because they need to use the energy inside the signals to transmit the data back to the reader.

In Chumkamon [12], the RFID tags are embedded into stone blocks and put onto a footpath. By continuously detecting and tracking the RFID signal with a portable RFID reader, the app determines the current location by decoding the received signals and looking
it up in the database. Alternatively, each tag can be installed at signposts along a pathway, footpath or at the junction of the footpath. The RFID tags contain tag IDs and tag location information, and each location information is identified by a location area, a path, a link, or a node in terms of longitude or latitude.

Both the bluetooth and RFID localization methods need to modify the environment by attaching large amount of beacons or tags in order to function properly. When the localization service providing area expands, the cost would increase significantly, which limits the scalability of these methods. Meanwhile, changing the environment setting would arise other issues, such as aesthetic or legal issues. In addition, the accuracy of the localization service depends on the number of sensors mounted—for example, number of beacons or tags—this adds to the burden of installation as well as maintenance of these systems.

(3) WiFi based localization

WiFi (also, Wi-Fi or Wifi) is a local area technology that allows an electronic device to exchange data or connect to the internet using specific radio frequencies, e.g. 2.4GHz UHF or 5GHz SHF. Besides its data exchange function, similar with bluetooth, WiFi is also used by many to localize or navigate devices [8][50][6].

For example, Google uses WiFi access points’ geolocation and MAC addresses to improve its location-aware service accuracy. The locations of the access points are recorded by a Street View car when WiFi signals are received passively from these points. Databases are created in Google’s data center, and when a new user requests a location service, the user’s nearby AP’s SSIDs and MACs will be sent to Google, and Google searches its databases to return location data to the user 7.

The detailed steps are shown in the following: Step 1: The user’s device sends a location request to Google’s location server, and all the nearby MAC addresses that are visible to the device are included. Step 2: The location server compares the received MAC addresses and searches its databases to identify associated geocoded locations, for example providing

7https://goo.gl/J7BmTn
the latitude and longitude. Step 3: The location server then uses the geocoded location to triangulate the approximate location of the user. Step 4: The approximate location is geocoded and sent back to the user’s device.

As another example, students at Stanford University created a company—WiFiSLAM—with a similar patented WiFi based technology to do indoor navigation.\(^8\)

The advantage of WiFi based technology is that it does not require the environment to be installed with extra devices, and it is supported by almost all smart-phones and wearable devices. However, to successfully localize a device, at least three known WiFi access points are required, and to achieve higher accuracy, having more devices are preferred. This requirement is not always satisfiable in all indoor environments. In addition, to construct a robust localization system, the access point’s database needs to be updated periodically, and if some access points are added or deleted from the environment, it also needs to notify the database server in time.

Though the above methods to some degree can obtain information for localization and navigation, few can match the contextual information provided by 2D/3D visual sensors. Sensor technologies can help, but equipping a visually impaired user with machine vision capabilities comparable to human vision is always best [79]. In the rest of this chapter, we will discuss the 2D and 3D visual information based indoor localization approaches.

### 2.2 Omnidirectional-vision-based indoor localization

It is more natural for human beings to utilize vision, compared with using other modalities, to perceive the environment and carry out daily tasks. Visual information based localization is also generating more and more interest in both the computer vision community and the robotics community to achieve real-time and accurate localization [92][88].

Mobile device cameras and consumer level 3D sensors are becoming very cheap and widely used in our daily lives. A majority of the existing vision based localization services use 2D

\(^8\)https://angel.co/wifislam
images or 3D RGB-D data from these devices to perform the task. However, a regular camera has a narrow field of view (FOV), and this limits its capacity to perceive as much information as possible at a given time. In particular, the narrow FOV makes the aiming of the camera a serious problem for blind users. Sufficient visual information plays a key role in achieving an accurate, fast, and robust localization goal, so this leads us to review how the wide FOV camera systems, especially omnidirectional vision systems can do to improve the performance of localization task.

A human being’s FOV is about 120 degrees horizontally, and around 135 degrees vertically. The field of view of a typical smart-phone is only 50 degrees horizontally and 40 degrees vertically. If images are captured with different viewing angles around the same location, the scenes covered by the images will differ a lot. Meanwhile solving the matching problem of multiple images with motion parallax would be much easier if the coverage of the images is similar rather than between images with dramatic different coverage. This is why we utilize omnidirectional imaging system.

Omnidirectional imaging is usually achieved by integrating a lens and a mirror, or cata-dioptic optics, and a perspective camera [24][70]. According to whether there is a central focus or not, it can be divided into two categories: central imaging system, as shown in Fig. 2.3 and non-central imaging system Fig. 2.4 [85]. There are already a number of portable omnidirectional imaging systems available on smart phones; a typical configuration is to mount a special mirror on top of a smart-phone camera ⁹, whose cost is under a hundred dollars.

In general, an omnidirectional-vision-based localization system usually includes three modules: image capture with omnidirectional lens/mirrors, environment mapping or model construction, and feature extracting and searching. Though different researchers may use variant combinations of methods for each module, almost every system has these three components.

---

Omnidirectional imaging is the process of using one or multiple omnidirectional imaging systems to move along the area where we want to provide localization services, and capture as well as store visual information for the purpose of model construction and/or real time searching [110][71]. Since the system does not estimate location for only one static spot, it should be mobile and have the ability to provide continuous localization services. The most widely used omnidirectional imaging systems nowadays are wearable devices or smartphones with specially designed omnidirectional lens or mirrors built into the original system or mounted as accessories. To provide stereo information, two or more omnidirectional imaging systems may need to cooperate and output the 3D environment information [17]. The sensing procedure can be carried out by robots, developers, or even users depending on the methods used in the environment modeling process.

Environment mapping or model building is the process of constructing a one-to-one or many-to-one relationships between the 3D points in the real physical space and points in the digital space [11][36][35]. If a 2D model is applied, for example, using a floor plan, we can
Figure 2.4: Non-central imaging system

project the 3D space into a 2D plane, and all the 3D points at the same location but different height will project to the same 2D point [34]. For the purpose of localization, in most cases, a 2D map is sufficient and can satisfy all the localization service requirements. However, in some cases, for example, multi-floor buildings, a single map is not enough. Though this can be solved by providing one map for each floor, many discrete 2D virtual spaces are involved, and the positions between the floors, for example, the stairs between floors, cannot be distinguished. To solve this problem, some researchers use 3D digital models and all the 3D points in the real physical space have a one-to-one corresponding point in the digital space [32][52].

**Feature extraction and searching** is the process of extracting representations of local images/3D points and using them to construct the digital space model or to find the correspondence in the pre-built digital space. Even though images, videos or 3D points generated by computing devices themselves are already discrete representations of the 3D physical space, they are still, in most cases, not concise and descriptive enough for efficient matching or searching. We need to further extract features for these images, videos or sparse
3D points. 2D image feature extraction and matching have been studied for decades in the computer vision community and are relatively mature subprocesses in visual information based localization [3][83]. 3D features matching and searching or 2D/3D combined feature matching and searching are relatively new and have attracted a lot of attention in recent years [84][82].

Appearance-based localization and navigation have been studied extensively in the computer vision and robotics communities using a large variety of methods and camera systems. Outdoor localization in urban environments with panoramic images captured by a multi-camera system (with five side-view cameras mounted on the top of a vehicle) is proposed by Murillo et al [68]. Another appearance approach proposed by Cummins and Newman [15] is based on Simultaneous Localization and Mapping (SLAM) for a large scale road database, which is obtained by a car-mounted sensor array as well as a GPS. Kanade et al [48][4] localize a vehicle by first driving through a route and then comparing a captured image in the current drive with the images in the database created from the first drive. These systems deal with outdoor environment localization with complex camera systems. In our work, we focus on the indoor environment with simple but effective mobile sensing devices (smart phone + lens, or Google Glass + SfM model) to serve the visually-impaired community.

Since a single image from normal camera has very limited field of view, and thus cannot make use of the entire visual information available, creating mosaic or panorama images from discrete images are studied by many researchers [30][65]. A visual nouns based orientation and navigation approach for blind people was proposed by Molina et al [64], which aligns images captured by a regular camera into panoramas, and extracts three kinds of visual nouns features (signage, visual text, and visual-icons) to provide location and orientation instructions to visually impaired people, using visual noun matching and PnP localization methods [53]. In their work, obtaining panoramas from images requires several capture actions and relatively heavy computation resources. Meanwhile, sign detection and text recognition procedures face a number of technical challenges in a real environment, such as
illumination changes, perspective distortion, and poor image resolutions. In our research work, an omnidirectional lens GoPano [25] is used to capture panorama images in real-time, and only one snapshot is needed to capture the entire surroundings rather than multiple captures. No extra image alignment process is required, and no sign detection or recognition is needed.

Another related navigation method in indoor environments is proposed by Aly and Bouguet [2] as part of the Google Street View service, which uses six photos captured by professionals to construct an omnidirectional image at each viewpoint inside a room, and then estimates the camera pose and moving parameters between successive viewpoints. Since their inputs are unordered images, they construct minimal spanning tree among the complete graph of every viewpoint to select triples for parameter estimations, which is computational intensive. In our method, since we use sequential video frames, we do not need to find such spatial relationships between images, therefore the computation cost is reduced for a real-time solution.

Representing a scene with extracted features for different purposes, such as image classification or place recognition, has been studied by many researchers [19, 54, 73, 102]. An early work in representing and compressing omnidirectional images into compact rotation invariant features was proposed by Zhu et al [111], where the Fourier transform of the radial principle components of each omnidirectional image is used to represent the image. Different from [111], based on the observation that an indoor environment usually includes a great number of vertical line segments, we embed these vertical line segment distribution information into a one-dimensional omnidirectional feature, and then use the Fourier transform components of these features as the representation of omnidirectional images. Another major difference is that we aim to find a user’s location and orientation from each omnidirectional image, whereas in [111], only six road types are classified using a neural network based approach.

Another similar research area is image retrieval. Direct image retrieval entails retrieving those image(s) in a collection that satisfy a users need, either using a keyword associated
with the image, which forms the category of concept-based image retrieval, or using the contents (e.g. color, shape) of the image, which forms the category of content based image retrieval [44]. The applications of content based image retrieval include sketch-based image searching [39], changing environment place recognition [63], etc., but very few research are conducted for using the content based image retrieval for localization purpose, especially indoor localization. One major reason is that to represent a specific location using images, all the visual information around this location have to be collected and stored to make this landmark distinguishable, which requires many images if using a normal Field Of View (FOV) camera, instead of a single image. Also, the features used for retrieving from the input image should depend on the location only, independent of the cameras orientation, but this is hard for normal FOV cameras, because the scene images are usually captured from different perspectives, and they therefore generate different features even though images are captured at the same location.

2.3 Other vision-based indoor localization

Utilizing vision information for the purpose of localization is attracting more and more attention these years in both industrial and academic community [23]. Structure from Motion (SfM), a technique to create street 3D models in the outdoor environment, and recognize the places utilizing images from Internet is one of them and is studied by a number of researchers [93][105][81].

We denote the points in the 2D images as features, and a point in the 3D points in the SfM model as points, which may be associated with many features. A general localization problem can be stated as: given an input image, find which points in the model are matched with this image. If corresponding points are found, we can then determine the camera location and orientation, i.e., the camera pose [34].
Since the cameras taking the images are not calibrated, we cannot determine the final scale of the 3D model built by SfM from images alone. However, it is still meaningful to localize input images within these 3D models up to a scale. To solve the scale problem, we need extra knowledge about the environment. Kume resolves the scale problem by using odometry [47]. Other methods [106][34] to solve this problem is to relate a 2D image feature with the 3D physical world by manually labeling it, for example, manually relate the SIFT feature with a 3D point. The scale of the model therefore can be determined by using known 3D points.

Lee et al [52] [51] use Microsoft Kinect to construct a 3D voxel model for an indoor environment and analyze whether each voxel is free or occupied. Based on this information, a decision is made and then the system notifies the user what should be the next move. This system, however, requires an extra non-daily used device Kinect, which is not easy to integrate into blind people’s daily life.

Other researchers use Bag of Words (BoW) [9] or ConvNet features [89] to represent outdoor environments for localization. However, few researchers focus on the indoor scenarios, especially for assistive localization purpose.

2.4 Assistive technology and user interface

Assistive technology (AT) is an umbrella term that includes assistive, adaptive, and rehabilitative devices or systems for people with disabilities and also includes the procedures used in selecting, locating, and utilizing them. Assistive technology promotes greater independence by enabling people to perform tasks that they were previously unable to accomplish, or had great difficulty accomplishing, by providing enhancements to, or changing methods of interacting with, the technology required to accomplish such tasks. Many factors are important for a successful assistive technology—consideration of user opinion in selection, easy device procurement, device performance, and change in user needs or priorities [77].
In this thesis, we do not intend to review all the devices/systems used for people with disabilities in general. Instead, we focus only the visually impaired people (VIP) and the localization task for VIPs in their daily life.

The user interface (UI) is the space where interactions between humans and machines occur for certain functions. The purpose of this interaction, especially in the assistive technology field, is to allow effective operation and control of the machine from the human end, and at the same time allow the machine simultaneously to provide feedback information that aids the operators’ decision-making process.

Mobile and wearable devices are cheap and ubiquitous nowadays, which accelerate the advancement of both general computer vision research and assistive applications. For example, Farinella et al [20] use Android phones to implement an image classification system with DCT-GIST based scene context classifier. Altwaijry et al [1] apply Google Glass and develop an outdoor university campus tour guide application system by training and recognizing the images captured by Glass camera. Paisios [75] (a blind researcher) creates a smart phone HCI for the Wi-Fi based blind navigation system. Manduchi [59] proposes a sign-based way-finding system and tests the blind volunteers with smart phones to find and decode the information embedded in the color marks pasted on the indoor walls. All these research work use mobile or wearable devices and design either touch screen or voice command (feedback) based interface for communicating with the visually impaired people. However, there is very few research work on designing user-friendly smart phone apps (e.g. iOS app) for helping visually impaired people to localize themselves and navigate through an indoor environment.
Chapter 3

Path Planning for Data Collection

In order to localize a user in an indoor environment, the first question we shall ask is: how can we effectively and efficiently select paths to model an environment using our omnidirectional imaging system? We need a path planning algorithm to determine paths for capturing omnidirectional images in order to model an environment.

This path planning work, even though intended for convenient environmental modeling, is also valuable for visually impaired people themselves. When a visually impaired person enters an indoor environment for the first time, for example, a multi-floor building, he/she needs knowledge about the structure of the building or layouts of each floor to successfully navigate within it for reaching the desired destination, such as a room. This knowledge can be acquired by multiple ways: self-exploring for multiple times and memorizing it; asking other people within the building; asking other people who are not within the building but remotely connected, for example via video [74], or independently learning the architecture information before leaving. The first three methods are effective sometimes, but at the cost of losing users’ independence, which is one of the core spirits need to consider when designing an assistive technology. Learning the architecture maps of a building before physically entering the building, i.e. pre-journey, is an effective way for them to navigate inside the building or using existing localization and navigation services [76][98][38].
In this Chapter, we are utilizing architecture drawing of buildings for achieving automatic path planning for both pre-journey planning by visually impaired people and environment modeling by developers [91][90]. Architecture drawing is a technical drawing of a building, usually using Computer Aided Design (CAD) software (e.g. AutoCAD) and is available for buildings built in the past three decades. They are widely used by architecture and others for a number of purposes: to develop a design idea into a coherent proposal, to communicate ideas and concepts, to convince the clients the merit of a design, or as a record of a completed construction work.

Using the same path planning algorithm for both environment modeling and pre-journey planning also makes the modeling and localization stages more consistent. Once the traversability between any two places, e.g., the entrance and a restroom, is calculated, single-path or multi-path based omnidirectional imaging modeling, can be performed for providing robust indoor localization service; details in modeling will be discussed in 4.3. Then in the localization stage, when the user follows a path very similar to the path that has been planned for modeling, the image-based localization would be much more effective.

The system of traversability calculation includes the following four steps. (1) The system reads an architectural floor plan (such as an AutoCAD file), extracts information of each entity (room, corridor and so on) and layers, and then stores them into a database. (2) An image-based analytics method is applied to extract each room’s layout entity polygon. (3) The system identifies the geometric relations between neighborhood rooms and corridors, which allows a topological graph of the entire building to be computed. (4) A 3D floor map and a traversable map are finally generated. The system diagram is shown in Fig. 3.1. In the following sections, we are going to discuss these four steps in details.
3.1 Architecture information extraction

Architecture drawings are made according to a set of conventions, which include: particular views, annotations, cross references, units of measurements and scales, and so on. Fig. 3.2 shows an example of an AutoCAD architecture floor plan.

In this work, mainly the architecture floor plans are used. Though the floor plan in AutoCAD is a vector image (e.g. lines, arcs and other simple geometric shapes), the information of the entities’ boundaries is not available. So the correspondences between the geometric shapes (in the forms of polygonal boundaries) and the entities are unknown when the architectural floor map is drawn. Therefore, we first need to extract entity polygons from the AutoCAD file and then analyze the geometric relations among different entity polygons in the form of a rendered floor-plan image in order to build the topological map of the entities.
The architecture information are not stored in the format of images, but in a standard format called Drawing Interchange Format (DXF) format. We first have to extract layers from a DXF file, based on the DXF specifications. Different layers store different perspectives of the building information. For example, one of the layers is text annotations that includes the room numbers, and another layer could provide the locations of room centers in the floor map.

In addition, we extract semantic information (name tags of the rooms, corridors, etc.) from the AutoCAD file, which are the locations of entities, including rooms, exits, elevators, restrooms and some landmarks. The location information are important since they can

\[1\text{http://www.autodesk.com/techpubs/autocad/acadr14/dxf/dxf_reference.htm}\]
provide the center location of the entities, which could be used as the seeds in the region growing process.

After all the above information are extracted, we store them into a database for an indoor environment, for example, one single floor. Note that some layers are not related and therefore not needed in our path planning task, hence we do not need to spend time and effort to process them. For example, electricity map describes how the electricity wires go through the building, which is irrelevant and therefore removed in this step.

The layers we are interested the most is the floor map which shows the exact geometry relationship of the corridors and the rooms up to a known scale. Instead of manually walking through a building in person and finding the paths needed for modeling, using the floor map provides a much flexible way of designing the desired paths without spending time into complex buildings and taking notes for traverse maps. This is also more efficient when the area of modeling scales up to multiple buildings or multiple university campuses.

### 3.2 Layout and entity detection

Note that the above layout and entity information are stored in the format of text, not as visual format such as images. We therefore provide a rendered map by generating our version of floor plan image using previous generated database data. One sample of our rendered floor plan image is shown in Fig. 3.3. In this floor plan version, only useful information are drawn, and all the other unnecessary information are not rendered. Also note that the rendered image is not just for visualization, it is mainly used for analyzing the geometric and topological relations of the entities.

For further relating the entities’ locations and area boundaries, we create a polygon for each entity using a region growing algorithm [62][80]. Region growing is a region-based image segmentation method. It first selects a set of seed points, and then by examining the pixel neighbors of the seed to determine whether they shall be added into the region. The major
Figure 3.3: A sample floor plan visualization result

goal of this algorithm is to partition an input image into regions, which is formalized as follows:

(a) $\bigcup_{i=1}^{n} R_i = R$;

(b) $R_i$ is a connected region, $i = 1, 2, ..., n$

(c) $R_i \cap R_j = \emptyset$ for all $i = 1, 2, ..., n, i \neq j$

(d) $Property(R_i) = true, i = 1, 2, ..., n$

(e) $Property(R_i \cup R_j) = false$ for any adjacent region $R_i$ and $R_j$

In other words, (a) means region growing can be treated as a classification problem, and every pixel shall fall into a region. (b) constraints that all the pixels in a region shall be connected in a predefined way. (c) requires that all the region shall be disjoint with each other. (d) and (e) mean that pixels in the same region shall share the same property, e.g. the same grey value range, and the pixels in different regions shall have different property.
To employ the region growing algorithm, first the floor map image is converted into a binary image with wall partitions drawn in 0s (black), and open space, such as rooms and corridors are 1s (white), as shown in Fig. 3.3. Then we query semantic information obtained in the first step to obtain the entity number and the centroid of an entity. Starting with the centroid, we apply a region growing implementation [80], to scan through the empty space in the entity and hence the image region of each entity is obtained. The process is repeated until all known entities (in the database) have been processed and the labeled entry are saved into the entity list.

Because some entities may not be available in the database, for example, corridors may not be identified in the database, they are still empty space in the image. Then we can scan each pixel in the floor image. For any empty pixel, we run the same region growing method. We store the labeled entity into the entity list if its area is greater than a threshold (> 50 sq. feet). The above process is repeated until there are no more empty area in the floor image. Fig. 3.4 shows the result after region growing is applied.

### 3.3 Entity geometric relations calculating

In the previous sections, the AutoCAD files are parsed, visualized and segmented using region growing algorithm. In this section, we are going to calculate the geometric relationships between the segmented entities (rooms, corridors, etc.) by connecting the labeled entities with neighborhood entities and build a topological graph.

We assume that entities are connected with doors, and each door will connect only two neighbored entities. First the semantic information for the positions of doors are queried, and then we start to process and extract relationships between rooms and corridors. Note, the corridors are usually not marked in the AutoCAD files so we declare any open space connecting multiple rooms as a corridor.
The door information plays an important role in identifying the geometric relations between two entities, such as two neighborhood rooms. Here is an example of how the door’s information is utilized for calculating entity geometric relationship. For each door position $d(x, y)$ (such as the one shown in Fig. 3.5a), we create a Region Of Interest (ROI) $(x-p, y-p, x+p, y+p)$ where $p$ is the padding initialized to 1. If there is only 1 unique nonzero pixel, then we increase $p$ by 1 and create a larger ROI. This process is repeated until the ROI contains at least 2 unique nonzero pixels (a door connects two entities, represented by the two unique nonzero pixels).

In order to make sure that there are only two entities connected through the door, two entities with the smallest distance from the ROIs center (the door) are identified. Fig. 3.5c shows an example. In this local area, there is a door connecting room 654 and room 655, as shown in the Fig. 3.5a. We increase the size of the ROI until we find two unique pixel values, i.e. 654 and 655, and assert that room 654 and 655 are connected via the door. Note
Figure 3.5: (a) A small section of a map. The red box shows the ROI around a door of the room 655. (b) The pixel values within the ROI. (c) The two unique room numbers nearest to the ROIs center are identified, and room 654 and 655 are connected in the topological graph.

that if we increase the size of ROI, room 656 will be included into the region, but since we assume that a door only connects two rooms, we therefore only pick up the two numbers (654 and 655), which have the smallest distance to the ROI center.

The above process is repeated on all doors in the database, and the initial geometric relations among entities are built. A topological graph is therefore constructed, with each entity as a vertex and each door connecting with two entities as an edge. Fig. 3.6 shows
the graph generated from Fig. 3.5. The traversability problem can be therefore modeled as searching the shortest path in the graph and can be calculated using the Dijkstra’s algorithm [16].

3.4 Contour extracting and 3D accessible map building

After we perform the region growing method and find the shape of each entity, we perform contour extraction using OpenCV \(^2\), which computes the contours of each entity polygon. Each contour is simply a list of vertices of the polygon. We iterate over each vertex and insert them into a file using JSON format \(^3\). The content of the JSON file is structured in the following way, for each entity.

\[
\text{Entity n: \{the coordinates of polygon vertices, the coordinates of door(s)\}}
\]

\(^2\)http://opencv.org
\(^3\)http://json.org/example.html
The JSON file is loaded into the Unity3D engine and a 3D floor map is constructed automatically. The traversable map is built and an optimal route can be computed by using $A^*$ algorithm [27].

We have performed the proposed algorithm on an AutoCAD file of a complex campus building as another example. We still use the AutoCAD map as shown in Fig. 3.2. The previous four steps are carried out one-by-one with this map: we first parse the AutoCAD file, and then extract useful layer and semantic information, which are stored into a database. Afterward, we render a new floor image that only includes wall structures from the database. The region growing method is applied into the new floor image and entities are identified from the image. In Fig. 3.7a, the green regions represent rooms and blue regions represent corridors. Once the entities are extracted, the geometric relations among entities are calculated and a topological map is successfully built. Furthermore, the contour of entity polygons in the floor image is extracted and saved into a JSON file. A 3D traversable floor map is built in the Unity3D\footnote{https://unity3d.com} environment, as shown in Fig. 3.7b, and a turn-by-turn navigation direction can be calculated within Unity3D.

We manually verify the accuracy of the topological and the traversable maps. For the topological map, we compare it with the original AutoCAD map. We derive a topological map from the AutoCAD map and compare it with the one generated by our proposed algorithm, and they match correctly. For the 3D traversable map, we project it into a 2D space and it aligns with the original AutoCAD map correctly as expected.

To test the performance of the topological and the 3D traversable maps, each time we randomly select two entities from the AutoCAD map and we manually calculate the shortest path between two entities. We then compute the navigation summary, using the Dijkstra’s algorithm [16] from the topological map, and the turn-by-turn directions, using $A^*$ algorithm [27] from the 3D traversable map. We compare the three paths and they also match correctly.
As a summary, given any building available with AutoCAD documentations, we then can detect the traversability between any two entities A and B (e.g. offices and restrooms). Also, we can generate turn-by-turn instructions about how to navigate throw the building from A to B, even though the person—for either a visually impaired person or environment modeling staff— who has never been to this building before. Therefore the proposed system can enable our administrative staff to utilize the omnidirectional imaging system and model the indoor environment, and our visually impaired users to navigate the same environment, more efficiently and effectively.
Figure 3.7: (a) A visualization of the lookup table after region growing is performed on the input AutoCAD map in Fig. 3.2. (b) The 3D traversable map rendered in Unity3D. (c) The topological map, each node is represented by a note and an edge represent the connectivity between two entities.
Chapter 4

Omnidirectional-Vision-Based Indoor Localization

In this chapter, the work of constructing a real time assistive indoor localization system using omnidirectional GoPano lens 1 and a smart phone (iPhone) 2 is introduced and detailed. Experiment results are provided to demonstrate the accuracy and robustness of the solution.

The system consists of a mobile vision front end with a portable panoramic lens mounted on the smart phone, and a remote image feature-based database of the scene on a GPU-enabled server. Compact and effective omnidirectional image features are extracted and represented in the smart phone front end, and then transmitted to the server in the cloud. These features of a short video clip are used to search the database of the indoor environment via image-based indexing to find the location of the current view within the database, which is associated with floor plans of the environment. A median-filter-based multi-frame aggregation strategy is used for single path modeling, and a 2D multi-frame aggregation strategy based on the candidates distribution densities is used for multi-paths environmental modeling to provide a final location estimation. To deal with the high computational cost in searching a large database for a realistic application, GPUs are usually involved in

1http://eyesee360.com
an implementation [104, 107]. In our work, data parallelism and task parallelism properties are identified in the database indexing process, and computation is also accelerated by using multi-core CPUs and GPUs. User-friendly HCI particularly for the visually impaired is designed and implemented on an iPhone, which also supports system configurations and scene modeling for new environments. Experiments on a database of an eight-floor building are carried out to demonstrate the capacity of the proposed system, with real-time response (14fps) and robust localization results.

A system overview is discussed before we move into each Section for details. The omnidirectional assistive localization system uses a client-server architecture, as shown in Fig. 4.1. The server stores the environmental databases, and has an indexing program running all the time, waiting for the queries from the client side. The client side is implemented on a smart phone as an app, such as an iOS app. The client side hardware consists of a
smart phone and an omnidirectional lens, which is mounted on the phone with a case. In our implementation, we use an iPhone and a GoPano lens.

There are two possible ways of using this system. One is hands-free mode, as shown in Fig. 4.2(a). The camera is mounted on the top of a bicycle helmet worn by a blind user. The other is a hand-held mode, as shown in Fig. 4.2(b). Localization query action is completed by a single pressing on a big button in the middle of the smart phone’s screen, as shown in Fig. 4.3, where Fig. 4.3a is the major interface for the users, and Fig. 4.3b and Fig. 4.3c are interfaces for the administrative staff for adjusting configurations. During a usability study, we received a lot of feedback from the blind community for the project. Originally, we would like to mount the smart phone onto a helmet, so users do not need to hold phones by themselves. However, according to their feedback, the majority of blind people prefer to hold the phone by hand to avoid unnecessary attentions. Also, since the users only need to hold the smart phone for a few seconds when a localization service is needed, they do not
have to hold the phone all the way while walking. As a result, in this thesis, we will mainly focus on the second working mode.

The building of the system includes two stages: the modeling stage and the querying stage, as shown in Fig. 4.4. In the modeling stage, the system developer carries the smart phone and moves along the corridors with an even normal walking pace (0.5m/s to 2m/s), covering and recording the video into a database. Geo-tags (e.g. physical locations of current frames) are manually labeled for associated key frames. Motion estimation algorithms can be used in the future to ease the constraint of linear motion. In the querying stage, a visually impaired user can walk into the area covered in the above modeling stage and take a short video clip. The smart phone extracts video features and sends them to the server via a wireless connection. The server receives the query, searches the image candidates in the database concurrently, and returns the localization and orientation result to the user.

For the modeling stage, we use all the frames of the video to compose the database in order to make full use of the visual information and obtain the highest possible localization resolution for each scene. During the labeling procedure, we select associated key frames,
where landmarks (e.g. door plate, corners) are located while these frames are captured, and then labeling the rest frames in between by interpolation in the defined floor plan coordinate system. In the testing stage, we sample the testing videos by selecting one from every 5-10 frames, to reduce the query computation while still make use of the multi-frame query advantage.

Using all the pixels in images of even a short video clip to represent a scene is too expensive for both communication and computation, and the data are not invariant to environment variables such as illumination or user heading orientation. Therefore, we propose a concise and effective representation for the omnidirectional images by using a number of one-dimensional omnidirectional projections (omni-projections) for each panoramic scene. It is observed that an indoor environment often has plenty of vertical lines (door edges, pillar edges, notice boards, windows, etc.), and the distribution of these lines around the user provides unique landmarks for localization. However for computational efficiency as well as robustness, we do not extract those line features directly; instead we embed them inside of
the proposed omni-projection representations, even though these line features can be utilized in the future with a correlation-based matching method to estimate a viewer’s location.

Newly extracted features of an input image are used as query keys to localize and navigate in the environment represented by the database. Because the omni-projection presentation will be different even at the same location if the smart phone is not held vertically, we develop a function in the database acquisition and testing procedure by extracting the smart phone’s built-in gyroscope values, and give the developer or the user a hint if the phone is not held properly. More details are discussed in Section 4.3.2.

Many man-made structures and objects look very similar, particularly for indoor environments, so it is a challenging task for accurate localization using only single frame. We therefore adopt a multiple frame querying mechanism by extracting a sequence of omni-projection features from a short video clip, which can greatly reduce the probability of false positive indexing. When the database scales up for a large scene, it is very time consuming to sequentially match the input frame features with all the images in the database of the large scene. So we use General Purpose GPU (GPGPU) to parallelize the query procedure and accelerate the querying speed, the details of which are shown in Section 4.2.

Like any other image-based localization method, occlusion by moving persons and scene changes due to varying illuminations will influence the scene representation and thus challenge the effectiveness of localization systems. In extreme cases, if the scene representations are identical with each other (e.g. empty rooms with uniform-colored walls), or there are large self-occlusions (e.g. camera is blocked by users hand), using appearance-based image localization system alone will have challenging problems. Our system has two advantages over other approaches: (1) the omni-lens has a 360 × 82 degrees field of view, which captures wider areas visual information and is less vulnerable to local occlusions or scene changes if they only occupy in small part of an omnidirectional image; (2) It is not a single image, but a short video sequences captured while the user is walking is utilized, so even though one of
the frames has significant occlusions or changes, the rest frames can help to provide stable environment visual information for an effective localization.

The modeling procedure is space intensive both during the processing (with intermediate data and the final results) and the database storage. The querying procedure, on the other hand, could be very time consuming, particularly with multi-frame querying. The basic idea of multi-frames indexing is to use a sequence of newly captured video frames to query a pre-built video frame database to increase the success rate. Even with the preprocessing step (in the front end of an iPhone) to reduce the size of the input image data, the computational cost of multi-frame query in the database would be high if the database is too large. As a result, both modeling and querying procedures are designed to be manipulated in the cloud server part, where parallel processing can be applied for acceleration.

One parallel strategy is to partition the input video into individual frames and query the database with each frame in parallel. Then, for every input frame, we compare it with all the frames in database one-by-one. After all the queries return their matching candidates, which for example, top 5 matches, an aggregation step can be obtained by assuming that both the input and the matching sequences are temporal sequences. In this way, the querying process could have four levels of parallelisms. First, we divide the search database into multiple subspaces, for example, each floor data is counted as one subspace, and all the subspaces can be parallelly searched with CUDA streams. Second, within each subspace, we process all the frames of an input query video clip in parallel. Third, we use multiple threads to compare each input frame with multiple database frames simultaneously, rather than comparing with them one-by-one. Fourth, some of the operations in obtaining rotation-invariant projection curves, such as the Fourier transform algorithm can take advantage of the parallel processing. For doing this, the whole original omni-projection curves will be sent from the front end to the server, which is still very efficient in communication due to their low dimensionality.

The rest of the Chapter is organized as follows. Section 4.1 illustrates the image preprocessing and feature extraction procedure. Section 4.2 discusses the localization by indexing
approach, the multi-frame aggregation algorithm as well as issues in parallel processing. Section 4.3 provides real data experimental results with both accuracy and time performance analysis.

4.1 Preprocessing and Omni-Feature extraction

The original image frames captured by the GoPano lens and smart phone camera are fish-eye-like distorted images, as shown in Fig. 4.5a, which has to be rectified. Fig. 4.5c shows the un-warped image in a cylindrical projection representation, which has planar perspective projection in the vertical direction and spherical projection in the horizontal direction. For achieving this, a calibration procedure is needed to obtain all the required camera parameters which will be discussed in 4.1.1. After obtaining the preprocessed image, we can extract one-dimensional omnidirectional feature from it; we will discuss this in 4.1.2.

4.1.1 Calibration and preprocessing

There are many omnidirectional image calibration algorithms in literature [87][69][41], but the majority of them require heavy computation, which is not practical in real-time technology especially if implemented on a smart phone with limited computation resources. In our work, we propose a simple but effective calibration approach. We assume that the camera is held up-right and the lens’ optical axis is horizontal, so the relationship between the original image and un-warped image can be illustrated in Fig. 4.5b [86][37]. When the camera is not held up-right, we will remind the user to correct it by detecting the built-in IMU data, specifically, the tilt angle (see 4.3.2 for more details about this).

Denote the original pixel coordinate system as $X_iO_iY_i$, the un-warped image coordinate system as $X_eO_eY_e$, and the original circular image center as $(C_x, C_y)$, then a pixel $(x, y)$ in the un-warped image and the corresponding pixel $(x_i, y_i)$ in the original image can be modeled as
Figure 4.5: (a) Original video frame and its parameters. (b) Geometric relationship between the original and un-warped images. (c) The un-warped omnidirectional image

\[
\begin{align*}
    x_i &= (r - y_e)\cos(x_e \times \frac{2\pi}{W}) + C_x \\
y_i &= (r - y_e)\sin(x_e \times \frac{2\pi}{W}) + C_y
\end{align*}
\]  (4.1)

where \( r \) is the radius of the outer circle of the original circular image—the vertical dimension (in pixels) of the cylindrical image, and \( W = 2\pi r \) is the perimeter of the circle, turning to the horizontal dimension (in pixels) of the cylindrical image.
This un-warping process is applied to every frame in the database and all the input query frames. Since such un-warped images still have distortion in the vertical direction (radial direction in the original images) due to the nonlinearity of the GoPano lens, we perform an image rectification step using a calibration target with known 3D information to correct the radial direction so that the projection in the vertical direction of the un-warped cylindrical images is a linear perspective projection [110]. By doing this, the effective focal length in the vertical direction is also found. From this point on, we assume that the image coordinates \((u, v)\) are rectified from \((x_e, y_e)\), the \(u\) direction (horizontal direction) represents the 360-degrees panoramic view, and the \(v\) direction (vertical direction) is perspective.

### 4.1.2 Omni-feature extraction

We do not directly use the pixel values of the frames to query with the database. Instead, we extract rotation invariant features (denote it as Omni-Features) from the omni-projection curves, for both images’ Hue, Saturation, and Intensity (HSI) channels and their respective gradients. In this subsection, we will discuss the detailed procedure of the omni-feature extraction for intensity channels, as shown in Algorithm 1.

According to our observation, when a visually impaired person capturing an omni-directional image by holding the imaging system, the vertical lines usually appear in the middle of an image, while the topmost and bottommost part are ceilings and floors—such as the central black area in Fig. 4.5a—which do not provide valid information. Therefore, we denote the middle area as the Region of Interest (ROI), and generate our omni-features by only using the ROI. Currently rectangular ROI is manually determined to be 10% of the top
and bottom image area to remove useless information and also lower the memory usage as well as transmitting overload.

**Algorithm 1: Omni-feature extraction**

**Data:** An omnidirectional video captured by an iPhone

**Result:** Each frame’s vector representation of the omni-feature omniVector

1. initialization;

2. GoPano image calibration;

3. generate a look-up table Tab() between oriImage and unDistortedImage;

4. while hasNextFrame() do

5.     for each pixel (u, v) in unDistortedImage do

6.         calculate unDistortedImage(u,v) value using Tab();

7.     end

8.     iImage = rgb2hsi(unDistortedImage);

9.     gImage = horizontalGradient(iImage);

10.    pVector = verticalProjection(gImage);

11.    npVector = normalize(pVector);

12.    fVector = FFT(npVector);

13.    omniVector = selectPrincipleComponent(fVector));

14. end

How to represent a scene with unique and concise features using the omnidirectional images? In our work, to represent a scene, six omni-projection curves are extracted from each corresponding cylindrical image channels, as shown in Fig. 4.6. Three of them are from Hue, Saturation and Intensity (HSI) channels of the image, and the remaining three are from the gradient magnitudes of the Hue, Saturation and Intensity channels. Denote the original image of the HSI channels as \( f(u, v) \), where \( u \) and \( v \) stand for the horizontal and vertical directions respectively. The gradient magnitude image of \( f(u, v) \) is calculated as follows
Figure 4.6: Visualization of the Hue, Saturation, Intensity (HSI) channels and their corresponding gradient images

\[ |\nabla f(u, v)| = \left| \frac{\partial f}{\partial u} du + \frac{\partial f}{\partial v} dv \right| \]  

(4.2)

where \( f \) can be H, S and I channels, \( \frac{\partial f}{\partial u} \) is gradient in the \( u \) direction, and \( \frac{\partial f}{\partial v} \) is gradient in the \( v \) direction. \( L_2 \) norm of the \( (\frac{\partial f}{\partial u}, \frac{\partial f}{\partial v}) \) is used to calculate the magnitude. In practice,
since we mainly focus on the vertical lines—horizontal changes of the images, we only need to calculate the horizontal gradient.

We further define function $g(u,v)$ as the image function to represent one of the six types of images (H, S, I and their gradient magnitudes, or simply gradients). The omni-projection curve $c(u)$ of the feature function $g(u,v)$ is generated by projecting the ROI of the image in the $v$ direction:

$$c(u) = \sum_{v=0}^{H-1} g(u,v), u = 0, 1, 2, ..., W - 1$$  \hspace{1cm} (4.3)

where $W$ and $H$ are the image width and height of the ROI (where $H$ is smaller than $r$), and $u = 0, 1, 2, ..., W - 1$ are the horizontal pixel indexes (corresponding angles from 0 to 360 degrees). As we can see the curve $c(u)$ is an one dimensional omnidirectional projection curve.

A linear normalization is applied to all the curves to turn them into the same scale and increase the robustness for the illumination changes.

With all the six curves, we store each and every one of them into environment database, and use them to compare with the new input curves for finding the optimal location for a newly input frame.

The omni-feature extraction algorithm is summarized in Algorithm 1. In the calibration step (Step 2), the camera is calibrated by finding the image center’s position, the outside and inside radii of the circular images. In Step 3, a look-up table is built up between the original image $oriImage$ and the undistorted image $unDistortedImage$ for fast processing, using the geometric relationship between this two images, as shown in Fig. 4.5(b). Then, for each frame, we generate the undistorted image (Step 5), convert it from RGB color space to HSI space (Step 8), and select the intensity channel $iImage$. After that, we apply gradient operation to the $iImage$ (Step 9), and project the resulting image onto an omnidirectional vector (Step 10). Finally, we normalize the vector (Step 11), transfer it into Fourier domain (Step 12), and generate the vector representation of the omni-feature by selecting the princi-
ple component (the first half of the vector) of the FFT result for reducing transmitting and storage load (Step 13).

Note that our work does not directly use individual vertical lines to represent or match scene images. Instead, we use a global feature vector to represent each panoramic scene image, and then match the pre-built scene omni-feature database extracted using the same feature extraction method. Our features, however, do relate to vertical lines of the scenes, because after we get the omni-features, these line features are included, as shown in Fig. 4.7. More result is shown in this video \(^3\) to show the relationship between omni-features and vertical lines by real-time detecting vertical lines from our omni-features. Since the vertical line detecting algorithm is off the topic and not related with our global feature based localization purpose, we do not include it here, however, it could be used as an alternative local feature-based localization method in the future.

\(^3\)https://youtu.be/MgGy_qt6I-Y
4.2 Localization by indexing

Localization service is critical to a visually impaired person’s normal life, not only because it provides with the current position and orientation of a user, but also because it could supply additional information of the environment, e.g. locations of doors, positions of door-plates, which are very useful for them to judge and make decisions. The essential idea of omnidirectional imaging based localization is that we employ for each scene a unique and distinguishable feature, so each scene position is indexed by the omnidirectional feature. In this section, we will introduce in detail how to localize a user via indexing using our omni-features for visually impaired people.

4.2.1 Rotation-invariant feature extraction and rotation estimation

One question raised is that what if in the query stage, the images acquired at the same location, have a different heading direction. In this case, even though two omnidirectional images are captured at the identical location, they have different image contents. We prove that our omni-feature is rotation-invariant and thus have the ability to represent a scene no matter what heading direction is used when capturing this image up to a shifting angle.

For an arbitrary omni-projection curve \( c(u), u = 0, 1, 2, ..., W - 1 \), if the camera rotates around the vertical axis, it will cause a circular shift of the cylindrical representation of the omnidirectional image, which then corresponds to a circular shift to the signal \( c(u) \). If an omnidirectional image has a circular shift of \( u_0 \) to the right, this is equivalent to rotating the camera coordinate around \( z \) axes for \( \Phi = -2\pi u_0/N \) \[111\]. Suppose the signal after a right circular shift \( u_0 \) is \( c'(u) \), we have the following equation:

\[
c'(u) = c(u - u_0)
\] (4.4)

Denote the FFT of \( c(u) \) as \( a_k \), the FFT of \( c'(u) \) as \( b_k \), then
\[
\begin{align*}
    a_k &= \sum_{u=0}^{W-1} x(u) e^{-j2\pi ku/W}, \; k = 0, 1, \ldots, W - 1 \\
    b_k &= a_k e^{-j2\pi k u_0/W}, \; k = 0, 1, \ldots, W - 1
\end{align*}
\] (4.5)

As we can see from the second equation of Equation 4.5, the magnitudes of the omni-projection curves are rotation-invariant, i.e., \(|a_k| = |b_k|\). This is also why we use the FFT magnitudes of the six omni-projection curves of a query frame to do indexing in the database for avoiding the heading direction problem.

Utilizing the whole amplitude curve is much more economical in terms of storage used compared with storing the whole image pixels. We further improve this by only selecting the first half of the FFT magnitudes of each curve \(|a_k|\) for indexing without losing localization accuracy by taking advantage of the symmetry property of the FFT transformation for discrete signals.

How we can then find the location and heading direction using the above feature? When a new omni-feature is extracted and we want to find its corresponding scene location, the distances of the six curves between the query and each database frame are calculated. The final match is the database frame that yields the smallest \(L_2\) distance. From our experiments, we have found that the gradient of intensity curve provides the best discrimination. Once the correct location is determined with the above approach, we can further calculate the heading direction of the new omnidirectional input. We formulate the problem of finding the rotation angle of the current image (i.e. the amount of circular shift, or the heading direction of the image) to finding the maximal value of the circular correlation function (CCF)

\[
CCF(u_0) = \sum_{u=0}^{W-1} c(u) \times c(u - u_0)
\] (4.6)

where \(u_0 = 0, 1, \ldots, W - 1\). According to the correlation theorem, we can calculate \(CCF(u_0)\) as
where $F^{-1}$ is inverse Fourier transformation operator, and $^*$ is the conjugate operator.

Now we are able to find both the location and heading direction of a new input image. There are, however, still more issues left. In the real environment, because of the existence of the noises, the localization result using one image is not always accurate and not stable. In the following subsections, we will talk about how to solve this problem by using multiple images and aggregation techniques.

### 4.2.2 Multi-frame parallel indexing and median filtering

To increase the robustness of the localization algorithm, using a single input omnidirectional image is not sufficient; we need to input a sequence of images to query the environment
database for accurate localization. Each input image returns an optimal location, and all
the returned locations are aggregated to generate a final location result.

When multiple frames are utilized, querying them with normal CPU is not efficient,
therefore, we utilize GPU along with corresponding parallel algorithms to ensure a real-time
performance. Fig. 4.8 shows a diagram of our GPU parallel searching algorithm on the
server side. When a client sends a localization request of a frame \( q_m \), it actually sends \( \frac{M-1}{2} \)
frames before the frame \( q_m \), and \( \frac{M-1}{2} \) frames after the frame \( q_m \) to the server (e.g. \( M = 3 \) or
5). The CPU of the server will copy each frame’s feature to the GPU, and receive the top
\( N \) candidates calculated by the GPUs for each frame after processing.

The environmental database is also divided into \( n_s \) subspaces (e.g., each floor of a build-
ing’s environmental data can be stored as separate subspaces), and the \( n_i \) subspace has \( |n_i| \)
modeled frames. All the subspaces therefore can be searched in parallel with GPU, instead
of searching all the subspaces sequentially with a single CPU.

Take the frame \( q_m \) as an example. The frame \( q_m \) is compared with all the frames \( f^i_t \) \( (t = 1, 2, ..., |n_i|) \)
within each subspace \( i \) \( (i = 1, 2, ..., n_s) \). The same searching procedure is
carried out to all frames also. Finally, all the returned candidates of the \( M \) query frames are
aggregated and return to the client via TCP/IP socket.

To aggregate the return candidates, we can take advantage of the fact that both the
query frames and the database frames are sequentially indexed, so we use a simple median
filtering approach for the temporal aggregation.

We formalize our algorithm of median-filter-based parallel indexing and show it in Algo-
rithm 2. In the initialization step, the server receives the data from the client and prepare
for querying. In Step 2, for each query, the server will not only select the current testing
frame, but also multiple other frames near the testing frame. Then, all the selected frames
are copied to each CUDA stream one by one (Step 5), where the database of each subspace
are stored and computation is taken care of concurrently. Within each stream, there are
multiple threads, e.g. \( 32 \times 256 \) threads, and each thread is responsible for the comparison of
the querying frame and database frame (Step 7). Streams are executed simultaneously, and all the threads within each stream are also carried out in parallel. CUDA synchronization is called to make sure all the tasks within each thread (Step 9) and all the work in each stream (Step 12) are finished before the program moves to the next step. Finally, the GPU collects the returned candidates, which could be used for the median-filter-based aggregation (Step 14).

Algorithm 2: GPU multi-stream paralleling indexing and median filtering

Data: M query frames received from CPU  
Result: Location candidates FinalResult calculated by GPU

1 initialization;  
2 selectNearbyFrames();  
3 for each selected frame \( q_m \) do  
4     for each CUDA stream do  
5         memoryCopyFrmoCPUtoGPU(\( q_m \));  
6         for each CUDA thread do  
7             calculateDistance(\( q_m, f_i \));  
8         end  
9     synchronizeThreads();  
10    end  
11 synchronizeStream();  
12 Results = selectTopCandidates();  
13 memoryCopyFromGPuToCPU(Results);  
14 FinalResult = medianFiltering (Results);  
15 end

4.2.3 2D multi-frame aggregation based on candidates’ densities

For majority of the indoor environments, such as normal corridors, rooms, the environment is modeled by walking through it once, and the above median-filter-based aggregation algorithm works well. However, for the environment with wide corridors or large rooms, modeling with a single traverse is not sufficient and we need multiple traversals (paths) to be able to cover the complete area and provide accurate result. Also, for a multi-frame based localization query, the query frame is sent to the server together with a number of frames before and after it. After receiving a large amount of position candidates for each query frame, a
more sophisticated aggregation algorithm is needed to integrate all these candidates together before we deliver a finalized location coordinate to the user. In this subsection, we will talk about these two problems in detail.

We demonstrate the application of the system for the areas such as corridors or rooms, which are large, by increasing the densities of the environmental modeling with multiple paths of video capture. Instead of capturing a video on only one path, we use multiple parallel paths to build the environment model. After that, we correlate the paths with the physical space coordinates by performing associated frame labeling and interpolation. Then, the final location is obtained (using Algorithm 3) by aggregating the possible candidates in the 2D coordinate plane.

If there is no noise, in an ideal case, for any input testing frame, all the returned candidates from the server should be at the exact the same position where the testing frame was captured, since the testing frame and the modeling frames (who generate the candidates) shall capture identical environmental information. However, because of various reasons (noise, scene similarity, etc.), some of the candidates may be disturbed and are far away from the ground truth position, while the majority of the candidates cluster around the ground truth area. In this thesis, according to the above observation, we have designed and implemented a 2D multi-frame aggregation algorithm by utilizing the densities of the candidates’ distribution, and calculate the most likely finalized location estimation.

The algorithm is shown in Algorithm 3. In the initialization step, the candidates’ indexes in the modeling frames are mapped to their actual floor plan 2D coordinates by checking the geo-referenced mapping table pre-generated while modeling the environment.

Then in Step 2, we count each tile’s candidates number by a 2D binning operation, and obtain the query frame’s location distribution array \( \text{locationDistriArray} \). We sort this array in a descending order in Step 5, and obtain the first \( \text{TopC} \) number (currently \( \text{TopC} = 10 \)) of tiles in Step 6.
Algorithm 3: 2D multi-frame localization candidates aggregation

Data: Location candidates on the floor plan coordinate system

Result: Aggregated final location coordinate FinalPosition

1 initialization;
2 for each candidate $C_i$ do
3     Accumulate locationDistriArray($C_i$);
4 end
5 rankLocationDistribution(locationDistriArray);
6 TopC = findTopDensityArea(locationDistriArray);
7 for index < NumOfTopC do
8     if topDensityArea(index) > NumOfAllCandidates $\times$ tolerPer then
9         FinalPosition = topDensityArea(index);
10        break;
11     end
12 end

In a perfect case, the top one tile of these $TopC$ candidates should be the best estimated result since it has the largest amount of candidates dropped in. This is, however, not always the case, because the tile with the most candidates may be a false positive estimation, and its nearby tiles may have very few candidates.

To increase the robustness of the estimation, in Step 7, we set a tolerant circle around each tile, with some radius (in our experiment, this radius is 3 meter.). Afterward, we count the total number of candidates within this circle. If the amount is greater than a threshold percent—$tolerPer$ (e.g. $tolerPer = 20\%$) of the total amount of candidates, the corresponding tile is estimated as the final position, and is returned to the user via the sockets. We will show the experiments with real data in the following sections.
4.3 Real data experiments: accuracy and time performance

A number of experiments are carried out for testing the accuracy and time performance of the omnidirectional-vision-based localization approach, the details of which are provided in the following subsections.

4.3.1 Comparison of single-versus-multiple frame indexing

In the first experiment, we compare the accuracy of single-versus-multiple frame indexing with a small database of 862 frames modeling the environment with one single path.

One example of indexing a new query frame is shown in Fig. 4.9a and Fig. 4.9b. In Fig. 4.9a, we show an input frame, the target frame, and the shifted version of the input image after finding the heading angle difference respectively. In Fig. 4.9b, the first plot shows the searching results of the input frame with all the frames in the database using hue (red), saturation (green) and intensity (blue). We found that the intensity feature performs the best. The circular correlation function curve is shown in the second plot of Fig. 4.9b, indicating the heading angle difference between the input frame and the matched frame.

Because different scenes may have very similar omni-projection curve features, a query with only one single frame may cause false matches, as shown in Fig. 4.10 (top). In this figure, the horizontal axis is the index of input frames (of a new sequence) and the vertical axis is the index of database frames (of the old sequence). Both sequences cover the same area but are captured at different dates. The black curve shows the ground truth data of matching results, and the red curve shows the matching results by our system. As we can see, there are a few obvious mismatches around frame 150, 500, and 600 due to the scene similarities.
Figure 4.9: (a) An example of a query image and its matching result in a database. (b) The matching scores with database frames and the estimated heading differences between the query and database frames.

This leads us to design a multiple-frame approach: if we use a short sequence of input frames instead of just one single frame to perform the query, a temporally consistent match result for all the input frames will yield a much more robust result.
Fig. 4.10 (bottom) shows the testing results after the temporal aggregation. In this figure, for every frame, the querying results of its nearby 25 frames are aggregated and the median index value is used as the final result. We take advantage of the fact that both the query frames and the database frames are sequentially indexed, so we use a simple median filter of the 25 indexing results to obtain the temporal aggregation result. By a simple calculation, the average indexing error reduces to 14.7 frames with the simple temporal aggregation, from 25.3 frames with a single frame indexing. These correspond to 0.29m versus 0.51m distance error in space. As we can also see from the curve, temporal aggregation has corrected the very obvious mismatches and generated more robust results.

If using only a single CPU to search sequentially, the amount of time consumed would increase proportional to the number of frames in the database. Therefore we used GPUs to do the query in parallel, so that we can search all the frames and compare an input frame to multiple database frames at the same time, which will greatly reduce the time used. We demonstrate this by conducting an additional experiment. Fig. 4.11 shows the time used with and without many-core GPUs for a database with the number of images changed from
Figure 4.11: Time usage with and without GPU acceleration: Red without GPU; Green with GPUs. Curves with squares are experiments using 2048 threads while curves with asterisks are experiments using 1024 threads.

1000 frames to 8000 frames. In the single CPU version, the time spent increases from 20 ms to 160 ms, whereas using a many-core GPU (Kepler K20 chip), the time is reduced by 20 times (from 1.13 ms to 8.82 ms, for databases of 1000 to 8000 frames). Note that this test only has a database with a few thousand frames. With a larger database of an indoor scene, the time spending on a single CPU will be prohibitive, whereas using multi-core CPUs/GPUs, the time spending can be greatly reduced.

4.3.2 Impact of tilt angles of the camera

Previous idea assumes that while capturing the omnidirectional image, the smart-phone and the omnidirectional lens are held vertically in both the environmental modeling and online querying procedure. Even though this assumption is easy to satisfy in most cases if we provide the visually impaired people a basic training before using the localization system, there are situations where the smart-phone may not hold perfectly vertically.
In this subsection, we further analyze the impact of the holding tilt angle problem quantitatively, and provide an effective solution via utilizing the smart-phone IMU data for detecting the tilt angle and using voice feedback to warn the users.

To ensure that the smart phone is held (almost) vertically in both the modeling and testing procedures, the tilt-correction function we have developed uses a simple, but effective method to detect the current smart phones tilt angle by checking the built-in gyroscope sensor. If the tilt angle is larger than a threshold (9 degrees in current setting), the smart phone will vibrate and hint the user to adjust the position. With a little bit of training, the users can quickly adapt the correct way of holding the smart phone. In the future, we can even use the detected tilt angles to rectify the images if the angles are relatively small (below or close to the threshold).

If the camera lens is not pointing perpendicularly up, the omnidirectional features will change a lot, thus even two images captured in the same position have very different omnifeatures. Fig. 4.12 shows the matching results with and without tilt-correction function on, where the black lines in both curves show the ground truth locations in terms of the frame index, the red line on the top plot is the result with tilt-correction, and the blue line in the bottom plot is the result without tilt-correction. We can see from the plots that the accuracy increases significantly after the correction.

4.3.3 Localization in wide areas: 2D aggregation

To provide localization service in large areas, e.g. large rooms or wide corridor, single path modeling is not sufficient when the testing path is far away from the modeling path. In the third experiment, we model a whole floor with multiple paths (5 parallel paths), and test our Algorithm 3 for 2D aggregation result.

We first capture video sequences of the entire floor along these five paths as the training databases, one of which is shown in red line in Fig. 4.13. We then capture two other video
sequences as the testing data sets, as shown in the blue and green lines, respectively. Some sample omnidirectional images used in the modeling process are also shown around the map in Fig. 4.13, as well as their geo-locations attached to the floor map.

For each testing frame, we query the entire training database and find the most similar stored features with the smallest Euclidean distance. Many scenes in the environment may be very similar, for example, the two images in Fig. 4.14a, so the returned feature with the smallest distance may not necessary be the real match. We then select the top N (N = 15 in this experiment) features as the candidates. Also, to solve the scene similarity problem, for each querying frame, we not only use itself as the query key, but we also use M-1 (M = 11) other frames, (M-1)/2 before and (M-1)/2 after this frame, as the query keys to generate candidates. We test all these frames within all the P (P = 5) paths, the frames of which are
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all labeled on the floor plan coordinate system, and retrieve all the candidates. Consequently, there are total $N \times M \times P$ candidates.

In Fig. 4.14b, the red stars are the 825 location candidates of a query frame and its related 10 frames. Note that several frames may return the same location, so each red star may represent more than one candidate. In the left image of Fig. 4.14b, the coordinate system has the same scale as the floor plan. Each unit in both horizontal and vertical directions corresponds 30cm in the physical space. The green star shows the ground truth location and the blue circle shows the final estimation of the testing frame. The distribution of the candidates is also illustrated in the right plot.

The $x$ and $y$ coordinates of right figure of Fig. 4.14b are the floor plan coordinates, and the height of each point represents the number of candidates falling into this position. Since all the modeling frames captured near the testing frame have similar contents and thus have alike features, the majority of the candidates drop near the location where the testing frame is captured.

In this example, as shown in Fig. 4.14b, the testing frame’s ground truth location is on the top left corner of the floor plan (the green star), as we can see, the majority of the
Figure 4.14: (a) Two examples of very similar scenes. (b) Matching results of a frame and its neighbors against a multi-path database candidates drop on the top corner area. The rightmost corner in the right figure of Fig. 4.14 also shows that the number of candidates (representing by the height) near the ground truth position is much larger than the rest of places. There are some false positives distributed around the whole floor as shown in both left and right figure. A short video clip can be found here \(^5\) to visualize the robustness of the 2D aggregation algorithm with more queries. The number on the top right of Fig. 4.14 shows the estimated error in meters. After the aggregation of all the candidates completes, we obtain the final candidate (the blue circle in Fig. 4.14), and use voice feedback to notify the user.

\(^5\)https://youtu.be/gPGcAfFsvY
4.3.4 Time performance experiment

To show the time performance of the approach for a larger scale scene, in the fourth experiment, we extended the database from one floor of a campus building to the entire eight floors of the building. The floor plan of the building is shown in Fig. 4.15.

We held an iPhone mounted with a GoPano lens, and walked through each floor while recording the video at a normal walking pace. It took 32 minutes and there were 47617 frames in total for all the eight floors. Each floor (except the second floor) has an area of around 40 meters by 14 meters (around 560 square meters). We extracted features using the method illustrated in Fig. 4.4, and stored each floor’s features into separate subspaces for later query operations.

As we discussed before, the hand-held working mode, instead of the head-mounted mode, is preferred by the users. Even though in this mode, the user’s face is within the view of the camera, since it only occupies a small amount of omnidirectional images (less than 10
percent), and we use multiple images based query in the localization algorithm, it does not have significant influence on the generated features and the final localization error.

In the testing process, we selected one frame in every 5 frames for the testing, and constructed a testing data set. The total amount of testing frames is 9517 frames. These test frames are excluded from the training database so the testing frames and the database frames are not overlap with each other. We tested the time performance as well as the accuracy of our system at this campus building scale, and explored the performance of different aggregation results on different error tolerance threshold.

We assume that we do not know the users position at the very beginning, in order to make solution more general to all the cases. Even though applying some prior knowledge, such as initial positions, or using temporal information, may have some benefits, for example, reducing the searching database size, but it at the same time lowers down the usability of the system, since it requires the blind people need to ask others for the initial position, therefore reduces the users’ independence. In the following experiments, we do not apply prior knowledge when querying the database.

Relating each frame with the floor plan, we can build a one-to-one mapping between the database frames and the walking path in the floor plan. Currently, only the frame’s location within the floor plan is tagged, but it is also possible to relate the frames with more useful information, like office number, signs, etc.

By checking the mapping table and the error tolerance, we can estimate the localization error in terms of real geo-location distance. For this testing experiment, we used the difference between the original frame’s index and the estimated index to evaluate the localization accuracy.

If the difference of the estimated index and the ground truth index were below a threshold, we labeled this query as accurate, as shown in Equation 4.8.

\[ |I_{\text{original}} - I_{\text{estimated}}| \leq T_{\text{threshold}} \] (4.8)
where $I_{\text{original}}$ is the original frame index number, and $I_{\text{estimated}}$ is the best matching result returned by GPU.

For each testing frame, we returned the top $N$ ($N = 3$ or $5$) candidates. To increase the robustness of the results, we used multiple frames nearby the current frame to query the database. Assume the number of querying frames is $M$ ($M = 3$, $5$), we use additional $\frac{M-1}{2}$ frames before the testing frame and $\frac{M+1}{2}$ frames after the testing frame to test the database.

For every query, there are $N \times M$ candidates, and we use median value aggregation to find the best result. Typically the few false results are outliers among a group of correct candidates. Therefore using a median filter among the $N \times M$ candidates, can remove the few outliers among the correct indexes values.

Fig. 4.16 shows the experimental results using the parallel searching strategies shown in Fig. 4.8 and the median-filtering based aggregation approach. The $x$ axis stands for the feature databases for each floor, and the $y$ axis stands for the localization accuracy. In Fig. 4.16(a), we tested the query accuracy with different threshold $T_{\text{threshold}}$ with the single-frame indexing ($M=1$) and a single return for each query ($N=1$). When the error tolerance threshold ($T$) increases from 1 frame (the blue bars) to 3 frames (the red bars), the accuracy increases on all the databases: on averaged the correct rate was increased from 98.43% to 98.82%. This shows that for over 50,000 images of the 8-floor building, the scene mostly doesn’t repeat itself.

In Fig. 4.16a we tested various number of returns ($N = 3$ and $5$) when doing single-frame query with a 3-frame indexing tolerance. We use the median value aggregation strategy to the $N$ returned candidates for each query. When the number of candidates increase, as shown in Fig. 4.16a—the number of candidates increase from 3 to 5— only half the databases’ accuracy increase. Further, to find the best accuracy performance, we tested a series of combination of the number of indexing frames $M$ and the number of top returns $N$ for each query, as shown in Fig. 4.16a, and the results show that when $M = 5$, and
Figure 4.16: (a) Single-frame indexing \((M = 1)\), and single return \((N = 1)\). (b) Single-frame indexing \((M = 1)\) and a 3-frame indexing tolerance \((T = 3)\). (c) Finding the best numbers for indexing frames and returns when the indexing tolerance \(T = 3\)
$N = 3$, the system achieves the best accuracy: the average successful rate is 99.06\% when the indexing error tolerance is 3 frames (T=3).

Experiments on the database of the eight-floor building demonstrated a real-time response (14fps). Each query uses around 70ms, among which about 40ms is consumed by the GPU searching, and 30ms is consumed by the socket communication. Note the current experiments have not fully used the capacity of the server. Since we can apply tens of thousands of threads in one or multiple GPUs, the acceleration rate has potential to improve.
Chapter 5

Refining Indoor Localization Using 3D Approaches

Omnidirectional imaging based indoor localization has the advantage of utilizing all the available visual information surrounding a visually impaired person for localizing themselves in the pre-built environmental models. However, in some cases, for example in high similarity scenes or where higher accuracy results are demanded, extra localization refinement is needed.

In this chapter, we focus on three possible refinement localization approaches, which are still based on visual information instead of other non-visual modalities. First, we test Structure from Motion (SfM) based indoor localization refinement method (Section 5.1). Then, we propose a multi-view omnidirectional geometry approach for localization refinement, which will be discussed in Section 5.2. Finally, we explore a direct 3D approach for acquiring and applying 3D environment information for the purpose of localization refinement, as discussed in Section 5.3. The overall strategy is that the omni-directional image based localization approach narrow the user’s location to a small area, and then the 3D based approaches can be more effectively used in terms of both the computation time needed and the robustness of matches. In this chapter, we discuss the basic algorithms and present some preliminary
results. Future work is needed to fully integrate the refinement algorithms into a workable system for assistive navigation.

5.1 Structure-from-Motion (SfM) based localization refinement

The solution in Chapter 4 utilizes the completeness attribute of the visual information around a location, and uses the prior mapping knowledge between the omnidirectional image features and the floor plans for further retrieving locations for any given new images. An alternative approach of addressing the visual information based localization is to analyze the geometric relationship between the contents within an input image (typically with a normal field of view) and the environment 3D model. The 3D approach can be also used for refining the result from the 2D approach.

The major difference between 3D structure based localization and previous full Field of View based localization is that we explore the 3D geometric information—which were embedded into the image pixels during the imaging process, and try to utilize them to show the locations where these images are captured.

Structure from Motion is a technique used for obtaining the information about both the 3D motion and the geometry of the 3D scene viewed by a 2D image sequence. It is used in a wide range of applications such as photogrammetric survey [45], automatic reconstruction of virtual reality models from video sequences [112], camera motion estimation for augmented purpose so that computer-generated objects can be inserted into videos of real-world scenes [49], or improve the pose accuracy of Google Street View images [43]. Structure from motion approaches can also be used for accurate indoor localization. In our case, an initial estimation is already available from the 2D approach, so the 3D refinement can be more efficient.

Even though the basic principles are similar, there are several differences between Structure from motion (SfM) and Simultaneous Localization And Mapping (SLAM)—the problem
of constructing or updating a map of an unknown environment while simultaneously keeping track of an agent’s location within it, which is widely studied in robotics community. First, a traditional SLAM system usually relies on continuous (both space and time) sensing data acquired from one or several sensors for a successful mapping and localization, while for a SfM system, the visual information—images from different kinds of imaging systems, can be obtained from different time (e.g. could even be from different years [60]) and heterogeneous imaging system without having any constraints on the space-and-time order these images are captured. Second, the scale of a traditional SLAM system could be just a room, one floor of a building, or several floors within a building, since large scale outdoor localization is almost dominated by GPS-based methods, which makes larger scale outdoor SLAM unnecessary in majority of the cases, while the scale of SfM can be very large for variant of applications, for example, up to a city-scale, a country-scale or a planet-scale (e.g., the SfM model built using Google Street View images for the whole earth [43]).

The overall diagram is shown in Fig. 5.1. We divide the approach into two stages: offline 3D environmental modeling and online portable device localization. A 3D model of the environment with visual information attached is needed to be built beforehand for this refinement. A straightforward way of building 3D model is to use images taken in the environment and apply structure from motion technique. Subsection 5.1.1 will discuss the approach of creating an effective SfM model. After we have a model, we can analyze the principle of how the input image is formed, and apply geometric constraints based algorithm, such as pNp algorithm [53] to quantitatively calculate the camera pose within the environment model’s coordinate system. Subsection 5.1.2 will discuss how to use pNp algorithm to perform pose estimation. Experiment results on real device and indoor rooms are carried out and also explained in subsection 5.1.3.
5.1.1 Environmental modeling using SfM

In recent years, many SfM tools and software packages have been developed to generate 3D point clouds. Some of them are commercial while others are open sourced. The proprietary ones include Microsoft’s Photosynth \(^1\), Autodesk’s 123D Catch \(^2\), and 3DFlow’s Zephyr \(^3\). The open source packages include Insight 3D \(^4\), and SFMToolkit \(^5\). Others are from research groups, which include Bundler [72] by Noah Snavely, VisualSFM [99] by Changchang Wu, and OpenSLAM [78] by Kuemmerle \textit{et al}. The popularity of SfM packages makes the task of generating a 3D point cloud of a scene easier and greatly facilitates SfM-based image localization research. In our work, we adopt the framework of the VisualSFM [99].

---

\(^1\)http://photosynth.net/
\(^2\)http://www.123dapp.com/catch
\(^3\)http://www.3dflow.net/3df-zephyr-pro-3d-models-from-photos/
\(^4\)http://insight3d.sourceforge.net/
\(^5\)https://github.com/dddExperiments/SFMToolkit
The creation of the structure from motion model work in this thesis involves three parts: (1) GPU-based SIFT feature detection; (2) Pair-wise feature matching; (3) Sparse and dense 3D reconstruction using SBA.

(1) GPU-based SIFT feature detection

Scale-invariant feature transform (or SIFT) is an algorithm in computer vision to detect and describe local features in images, first proposed by Lowe [57]. There are a couple of open-source or free tools for extracting SIFT features for a given image [96][29][97], however, as the resolution of the images improves or the number of images increases, using Graphic Processing Units (GPU) to parallelize and accelerate feature detection procedure is attracting many researchers [14][100].

In our current experiments, we modeled two environments on our campus. One is an indoor room, as shown in Fig. 5.2(a), and the other is an outdoor building, as shown in Fig. 5.2(b). For the indoor model, we use 256 images, and for the outdoor model, we use 466 images. The first model is used in our Google Glass based localization experiment as the indoor environmental model. The second model is presented here as an illustration that even though our proposed refinement approach is intended for indoor environments, it can be naturally extended for outdoor scenes also. All the SIFT features of the images for these two models are extracted and stored for further process.

Figure 5.2: (a) An indoor environment example. (b) An outdoor environment example
(2) Pairwise feature matching

Once image features are extracted and described for each and every image in the image sets that are used for reconstruct the 3D model, they need to be matched with each other to create the geometric constraints that reflect the positions and orientations relationship when these images are captured. Matching features among the images is one of the most time consuming steps in the SfM steps. If there are n images, it takes $O(n^2)$ time complexity to pairwise match them. Even though this step can be parallelized using GPU or multiple machines, since there are usually several thousands of features in a typical image, it is still a bottleneck to improve the speed of the whole procedure.

The matching process is carried out pairwise, and the matching results are stored as intermediate files. So if we want to scale up our environment by adding more images, we can expand the model incrementally without redo the feature extraction and matching process for a second time.

(3) Sparse and dense 3D reconstruction via Bundle Adjustment

Bundle Adjustment (BA) is the joint non-linear optimization of structure from motion (SfM) parameters, including structure of the environment and the camera’s motion, at the same time, usually using Levenberg-Marquardt (LM) method [95][66]. It actually includes two problems: structure recovery problem and motion estimation problem, the connotation of which are described as follows:

**Structure (scene geometry) problem**: given a pair of 2D point matches in two or more images, where is the corresponding 3D point?

**Motion (camera geometry) problem**: given a set of 2D point matches in two or more images, what are the cameras pose matrices while taking the images?

Assume that there are $m$ cameras and $n$ points, denote $X_i$ as the $i$th point, $x_i$ is its corresponding point in 2D image, and $P_j$ is the $j$th matrix containing the camera’s parame-
The bundle adjustment problem can be formalized as the minimization of reprojection function $E(P, X)$,

$$E(P, X) = \sum_{i=1}^{m} \sum_{j=1}^{n} Distance(x_{ij}, P_iX_j)$$  \hspace{1cm} (5.1)

Once the structure and the motion are figured out, we can visualize them in terms of 3D point cloud and camera trajectory. Two example models for the indoor and outdoor environment is shown in Fig. 5.3a and Fig. 5.3b, which are correspondent 3D models of scenes in Fig. 5.2a and Fig. 5.2b.

The optimized camera parameters include structure information, in terms of 3D point cloud. However, the SfM model only represents the physical 3D space up to a scale. To solve this scale problem, we need extra knowledge about the environment, for example, the known distance between two points in the model.

### 5.1.2 Visual computing for pose estimation

Once a model is created, new images can be captured within the same environment for localization query. In our work, Google Glass is used as the image data acquisition device, since it’s both portable, hands-free and also supports voice command as well as feedback. This subsection discusses the detailed visual computing techniques used in the localization procedure.

Assume we obtain an image, we first extract the SIFT feature using OpenCV SIFT extractor.\footnote{http://docs.opencv.org/2.4/modules/nonfree/doc/nonfree.html} We utilize the SIFT detector in current OpenCV non-free module for Android, since Glass is using an Android system.

Then all the features of the new image are matched with the features in the SfM model. Since there are hundreds of thousands of features in even a small model, a sequential matching is time consuming and impractical. We apply the Fast Library for Appropriate Nearest
Figure 5.3: (a) An indoor SfM model example. (b) An outdoor SfM model example

Neighbor (FLANN) to speed up the procedure [67]. Once sufficient feature matching is achieved, Perspective-n-Points (pNp) algorithm [53] is used to calculate the camera’s pose.

(1) SIFT feature extraction with OpenCV library
Different from the SIFT extraction in the SfM model building stage, where there are a larger number of images to process, here only one or a few images are needed to extract feature from. Standalone OpenCV SIFT detector without GPU acceleration is sufficient for task like this in terms of time requirement.

(2) Feature matching using FLANN

To match a feature from a new image against a feature database of a model, an intuitive approach is to use the brute-force method. The brute-force method takes the descriptor of one feature in the image feature set and matches it with all other features in the database feature set using some distance calculation (e.g. Euclidean distance). The feature with the smallest distance is returned and labeled as the corresponding matched feature.

However, when an environment feature set is becoming larger, brute-force turns to be time-consuming and other methods are needed to increase the matching speed—FLANN-based matching is one of them. FLANN contains a collection of algorithms optimized for fast nearest neighbor search in large datasets and for high dimensional features.

(3) Pose solver using PnP algorithm

Estimating the camera pose from n 3D-to-2D point correspondences, or pose solving, is a fundamental and well understood problem in computer vision field. The general version of the problem requires estimating the six degrees of freedom extrinsic matrix (rotation and translation) and the intrinsic parameters (including focal length, principal point, aspect ratio and skew). It could be solved with a minimum of 6 correspondences, using the well-known Direct Least-Squares (DLS) algorithm [28]. However, when some of the camera parameters such as intrinsic parameters are known, this problem can be simplified to be Perspective-n-Point (PnP) problem [53]. The procedure can be formalized in the Equation 5.2.

\[ sP_c = K[R \ t]p_w \]  

(5.2)
where \( p_w = [x, y, z, 1]^T \) is the homogeneous world point, \( p_c = [u, v, 1]^T \) is the corresponding homogeneous image point, \( K \) is the matrix of intrinsic camera parameters, \( s \) is a scale factor for the image point, and \( R \) and \( T \) are the desired 3D rotation and 3D translation of the camera (extrinsic parameters) that are being calculated.

In our application, since all the test images are from the camera on the Google Glass, we carry out a calibration procedure and calculate the camera intrinsic matrix \( K \) using Zhang’s calibration method [109]. Therefore the calculated matrix \( K \) can be used as the known parameters for utilizing the PnP algorithm for solving the extrinsic parameters. The user’s location is represented in the translation vector \( T \). The user’s orientation is described in the rotational matrix \( R \).

The above process assumes that the features are perfectly detected and matched. However, for images from nature environment, feature mismatching or matching error is unavoidable and can lead to false or inaccurate pose estimation. To improve the localization robustness and remove matching outliers, RANdom SAmple Consensus (RANSAC) [22] is utilized. In our implementation, solvePnPRansac from OpenCV is used for the extrinsic matrix estimation.

5.1.3 Experiment results

We carried out our experiment with the campus indoor model as shown in Fig. 5.2a. Here are some statistics about our environment and its model. In total there are 256 images for creating the SfM model. There are 706,756 matched SIFT features pairs, and there are 86,177 3D points reconstructed. The physical room size is around \( 6m \times 4m \times 3m \).

Each 3D point has at least two associated SIFT features, but not every 3D point has the same amount of features. For some physical locations, if the environment has rich texture and therefore the features are very dense, each 3D point maps to high amount of 2D SIFT

\[ \text{http://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html#solvepnpransac} \]
features, while for some others, the features are sparse and each 3D point has fewer associated SIFT features. On average, each 3D point has around 8.2 related features.

Fig. 5.5a shows a sample SIFT matching result. The left image is a new image captured with Google Glass at a different time after the SfM model is built. The right image is a sample image captured using a Nikon D3200 camera. The lines with different colors are some SIFT matching result. Fig. 5.5b shows some sample SIFT matching results using one image from the Glass and the other images in the database.

After we find a matching descriptor for a given image feature, we can now find its 3D point, since all the SIFT feature in the database are related with a 3D point in the model. We can then utilize these 3D points along with the features 2D coordinates to find the cameras position and orientation.

Fig. 5.4 shows a localization example, where the red dot stands for the location, and the green dot stands for the heading direction. In this example, the ground truth location is (0.61, 0.30) in meters with a 45-degree heading direction, and the estimated location is (0.49, 0.28) in meters with an estimated heading of 40.2 degrees. Since it is for navigation purpose within a floor plan, we only concern about the position on the plan, and does not
concern about the height of the camera. The same thing for the orientation—we reduce the rotation matrix to a 2D case, where we only care the heading direction on the floor plan. In this example, the error in distance is 0.12 meters and in the heading angle is 4.8 degrees.
For further evaluating the accuracy and robustness of the system, we conduct an extensive experiment by testing our algorithm from 13 different locations of the lab, the distribution of the locations is shown in Fig. 5.6. Multiple images, ranging from 1 to 3, heading to different orientations are taken at each location. The arrows in Fig. 5.6 illustrates the orientation when each testing image was captured.

We build a global coordinate system in the lab and manually label each testing image’s location and orientation as the ground truth, as shown as round dot in Fig. 5.7. The localization results are calculated with our proposed algorithms and are visualized in the Fig. 5.7 as crossing marks. We can see that majority of the results are within the circle of one grid around the ground truth, which corresponds to 30cm in physical space.

The accuracy of the location results is shown in Fig. 5.8, with the average of 19cm, which is sufficient with most of the assistive localization tasks.

Note that there are three images that have very large errors (image No. 15, 17 and 23). This is because the physical scenes covered by these images have very spare texture, with
objects such as white walls, black board or TV screen. Therefore very few SIFT features can be extracted from them, or the detected features are not distinguishable. These outliers shall not be counted to the final estimation and can be eliminated by setting a threshold for the number of effective SIFT features.
5.2 Multi-omni-view based refinement

Ideally the 2D omnidirectional image based indexing approach should find the exact location of an input frame if the corresponding location was modeled in the omnidirectional database. However, because only a limited number of discrete locations are modeled, especially in the single path modeling approach, and the existence of noises, the resulting location for the input query image may not be as accurate as required. Further approach shall be utilized to refine the localization result.

Instead of using a different camera to obtain a 3D model and then to refine the camera’s 3D location, in this section, we want to use the omnidirectional images directly, without a 3D model. Observing that if we know two or more database omnidirectional images’ locations, and a new query omnidirectional image’s relationship with these known images, we can utilize the geometry relationship among them to estimate the query image’s relative 3D pose (i.e., moving direction and heading angles) for further accuracy improvement.

Section 5.2.1 will introduce the basic problem context and mathematical modeling of the problem. Section 5.2.2 will show our experiment on how to utilize the existing omnidirectional images’ location and relationship with the query image for location refinement.

5.2.1 Geometric constraints based localization

We assume that after the GPU-based parallel aggregation algorithm discussed in Chapter 4, we find the most similar omnidirectional image in the database which was modeled and mapped to the physical space beforehand, using for example floor plan. Because of the modeling accuracy and environment noise, these two images have very similar visual information, meaning we can find corresponding matching features between them, but they are not in the same location. In this subsection, we will show how to find the query omnidirectional image’s relative location against the matched omnidirectional image in the database whose position was labeled in the modeling process.
We model the omnidirectional imaging system with the spherical camera models [94][2], instead of the traditional pinhole camera model. Without losing generality, let’s assume that there are two spherical camera coordinate systems—one for the query omnidirectional image whose position is unknown, and the other for the reference omnidirectional image in the database whose position is already recorded. The geometric relationship is illustrated in the Fig. 5.9, where the bottom left is a query coordinate system, and the top right is a reference coordinate system. We align the origin and the three axes of the world coordinate system with the corresponding origin and axes of the query spherical camera coordinate system. We parametrize the motion from the query spherical camera coordinate system to the reference spherical camera coordinate system with two arguments: $\alpha$ and $\beta$, where $\alpha$ stands for the angles the query coordinate system shall rotate counterclockwise to be able to align with the reference coordinate system, and $\beta$ stands for which direction the query coordinate system shall translate to in order to align itself with the reference coordinate. In other words, the query spherical coordinate system can align with the reference spherical coordinate system by first a translation (represented by a translating direction angle $\beta$) and then a rotation (representing by a heading angle $\alpha$).

Note the motion of the camera is a 2D motion in the floor plane, with two parameters—a rotation angle $\alpha$ and a heading direction $\beta$. This is because we are assuming that the users, i.e., the visually impaired people, are standing on the floor, so the $z$ axis—the vertical direction—can be ignored.

After the problem is formulated, we can estimate the two parameters by utilizing the relationship between these two images. We detect and match local SIFT features between the two omnidirectional images. Before we move to the relationship formulation, we will need to find the geometric relationship between the pixels in the omnidirectional image $I(u_{omni}, v_{omni})$ and our unit spherical ($x_{sph}, y_{sph}, z_{sph}$) models, which is formalized as
\[
\begin{align*}
    x_{sph} &= \cos((H - v_{omni}) \ast D) \ast \cos(u_{omni}/W \ast 2\pi) \\
    y_{sph} &= \cos((H - v_{omni}) \ast D) \ast \sin(u_{omni}/W \ast 2\pi) \\
    z_{sph} &= \sin((H - v_{omni}) \ast D)
\end{align*}
\] (5.3)

where \( W \) is the width of the cylindrical image, \( H \) is the height (in pixel) of the center of the projection of the camera from the ground in the cylindrical representation (estimated by the calibration procedure), and \( D \) is degree per pixel in the vertical direction. With Equation 5.3, we can calculate the corresponding camera coordinates \((x_{sph}, y_{sph}, z_{sph})\) for any image point \( I(u_{omni}, v_{omni}) \) in the un-warped cylindrical image space.

After we detect, describe, and match SIFT features for the query omnidirectional image and the reference omnidirectional images, we can obtain corresponding image feature pairs. Given a pair of image feature points, we can use Equation 5.3 to calculate its corresponding unit sphere point pairs. These point pairs satisfy the constraints expressed in Equation 5.4.
\[ p_r^T \times E \times p_l = 0 \]  

(5.4)

where \( p_r \) and \( p_l \) are the 3D spherical points before and after the motion, and \( E \) is the essential matrix between the two views [2]:

\[
E = \begin{bmatrix}
0, 0, \cos \alpha \sin \beta - \sin \alpha \cos \beta \\
0, 0, -\sin \alpha \sin \beta - \cos \alpha \cos \beta \\
-\sin \beta, \cos \beta, 1
\end{bmatrix}
\]  

(5.5)

Finally, using equation 5.4 we can estimate the two angles \( \alpha \) and \( \beta \) by using at least three pairs of points in two images. Note that by using only two omnidirectional images, we cannot determine the translate vector amplitudes, we need to involve a third omnidirectional image to determine the scale factor [2]. The third image with known location can be easily obtained by find the second closest match of the current image in the database. Experimental results on the synthetic and real data are shown in subsection 5.2.2.

5.2.2 Experiment using multi-view omnidirectional vision

In this subsection, we will show experiment results on utilizing the synthetic data and real omnidirectional image data for localization. Since there is unavoidable noise in SIFT feature detection and matching, we will first examine how the detection/matching error will influence the parameter estimation using synthetic data. Then we will show our real data experiment as well as robustness improvement via the RANSAC algorithm [22].

(1) Error analysis on simulated data

As we can see from Equation 5.3, because of feature detection noise, there will be errors between the real 3D space position and calculated unit sphere position. This error propagates and influences the accuracy of the estimated pose parameters when we are calculating the
parameters with Equation 5.4. We will first examine how the noise in the feature detection process will influence the angle estimation accuracy.

In our experiments, we evenly distribute random noise with interval $[-n, n]$, where $n = 2, 4, 8$ pixels, which is added to the original point image coordinates. The estimated angles with and without the noise are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Ground truth</th>
<th>$S_1$</th>
<th>$S_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>pixel error</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>60</td>
<td>61.9</td>
<td>64.4</td>
</tr>
<tr>
<td>$\beta$</td>
<td>45</td>
<td>47.3</td>
<td>50.4</td>
</tr>
</tbody>
</table>

Table 5.1: Error analysis results in pose estimation

Two sets of results are obtained here for estimating angle and using equation 5.4. When estimating and from the essential matrix $E = [e_{ij}]_{3 \times 3}$ in equation 5.5, we can determine the scale based on $e_{13}$ and $e_{23}$ (i.e., the third column of $E$, leading to solution $S1$ in Table 5.1) or $e_{31}$ and $e_{32}$ (i.e., the third row of $E$, leading to solution $S2$). As we can see from the Table 5.1, errors in feature point localization in omnidirectional images only cause minor errors in the final estimation angles—less than 5 degrees in average even there are 8 pixels offset the ground truth feature location. Since we only need approximate moving direction instructions for visually impaired people, this amount of error is within the acceptance limits of angle errors. Solutions $S1$ and $S2$ are comparable from our simulated experimental results, but $S1$ gives slightly more stable results. So we choose Solution $S1$ for our real data experiments.

(2) Real data experiment with RANSAC

RANdom SAmpLe Consensus(RANSAC) [22] is an iterative method to estimate parameters of a mathematical model from a set of observed data which possibly contains outliers. Given $N$ pairs of corresponding points, three point pairs are randomly selected for estimating a set of angle pair $(\alpha, \beta)$. Then the average error of the estimation is calculated as shown in Equation 5.6.
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Figure 5.10: An example of reference omnidirectional image (top) and new query omnidirectional image (bottom)

\[ D(\alpha, \beta) = \sum_{i=1}^{N} p_{ir}^T \times E \times p_{il} \]  \hspace{1cm} (5.6)

where \( p_{ir} \) and \( p_{il} \) are corresponding points of the \( i \)th \((i = 1, 2, ..., N)\) selected points pairs from the matched points candidates. Fig. 5.10 shows a real localization refinement example, where the top figure is the reference omnidirectional image from the modeling database whose position is known, and the bottom is a new query omnidirectional image whose rough location is provided but waiting for refinement.

Ten pairs of points are selected as the testing point pairs from these two images for RANSAC based parameter estimation. Every time, three of the ten points are used to calculate a set of pose parameters and all the ten points are used to evaluate the result during RANSAC.

Fig. 5.11 shows the estimated results of the 120 \((C_{10}^3)\) trials. The horizontal axis stands for the trial index of the experiments, while the vertical axis stands for the estimated \( \alpha \) and \( \beta \) results from the triples, legended as \( \text{AlphaC1Value} \) and \( \text{BetaC1Value} \). The yellow line indicates the best estimated \( \beta \) value of all the trials, and the pink line indicates the best
estimated \( \alpha \) value. As we can see that even though there are a few noisy results whose values are away from the final \( \alpha \) and \( \beta \) result (the red and blue impulse values), by utilizing RANSAC, we can eliminate these errors and integrate the correct results. Using RANSAC can also improve the accuracy of the estimation compared with using just mean values of the 120 estimation results, as shown in Table 5.2. The errors between the estimated and the ground truth are also listed in the table, while each error value is calculated as the ratio of difference between an estimation and the ground truth, and the full range of the angles (360).
5.3 Dense reconstruction based refinement

Previous work in the computer vision community uses 2D images for localization and navigation, which may be challenging when lacking of texture in indoor environments. In this section, we use fully 3D information automatically captured by a tablet with a depth sensor to refine localization results.

In order to facilitate navigation for the visually impaired, we design, implement and evaluate the system to calculate the position and orientation of the device with the following two steps: (1) use a tablet with depth sensor to pre-build a large 3D indoor environment; (2) apply Iterative Closest Point (ICP) algorithm [7] to a newly captured RGB-D (color and depth) image to calculate the users new position and orientation. The system includes three components: environmental modeling, pose estimation algorithm, and GUI design. The experiment tested with real model within a university laboratory shows a real-time and accurate performance.

5.3.1 System design and implementation

We construct the system with three components: an environmental modeling and optimization module, a pose estimation module, and a GUI module. Fig. 5.12 shows the system diagram. The environmental modeling and optimization module is to utilize the device depth information to create 3D indoor environmental model and use corresponding color information to optimize the model. In the pose estimation module, a newly captured RGB-D image is used to align itself with the pre-built 3D model for calculating the devices location. An easy-to-use GUI module is designed with voice feedback for the visually impaired users.
(1) 3D modeling and optimization

With recent advance of depth and motion sensors (e.g. Google Tango Tablet\(^8\), Microsoft Kinect\(^9\) and Structure IO\(^10\)) and development of 3D reconstruction technology [18], we can apply a dense 3D depth sensor for the localization task.

We use both 2D images and 3D depth information captured by a Google Tangle Tablet to improve robustness of location estimation. In this section, a pre-built model of the environment shall exist before a localization service is provided. The procedure of creating the model is shown as follows:

(i) Capturing piecewise local 3D models of the environment and measuring the corresponding pose information of the tablet;

(ii) Fusing the piecewise 3D models by transforming each model to a common coordination system using the given pose information of each local 3D model, and a global optimization framework is applied to increase the accuracy of fusion process [56].

Since Project Tangos Tablet device uses an Inertial Measurement Unit (IMU) for providing camera poses, augmented using built-in fisheye visual features, there are motion drifts accumulated while the sensor viewing the environment. Thus, loop closure is needed to adjust the generated global model by traversing the same area for a second time, and distribute

---

\(^{8}\text{http://get.google.com/tango/}\)
\(^{9}\text{https://developer.microsoft.com/en-us/windows/kinect}\)
\(^{10}\text{http://structure.io}\)
drift errors along the motion path. In our work, we use Sparse Bundle Adjustment (SBA) [56] for the loop closure.

The general idea of SBA is first to find a sequence of pairs of 2D image features and corresponding 3D points, and then project the 3D points back to the 2D images using the known camera intrinsic parameters and unknown extrinsic parameters, which includes the cameras pose information. By minimizing the distance between the projected features and observed features, we estimate the optimized camera motion parameters.

(2) Pose estimation

As we have discussed in previous step, the major component of the system is the accurate 3D reconstruction of the global model, which has been done offline on a separate machine. In our implementation, we have a reconstructed global model generated by stitching RGB-D data of all the frames together with the camera pose data of each frame. To localize the tablet device, a user captures a new RGB-D data at a new location by holding the tablet, and the indoor navigation system then registers the new data with the pre-built global 3D model using the ICP algorithm [108]. The registration algorithm will return a transformation matrix whose rotation matrix and translation vector can give us the orientation and position of the camera, respectively.

(3) Graphic User Interface (GUI) design

In order to make the system applicable to the visually impaired, we have designed a GUI on the tablet using audio-tactile feedback, which reminds and guides users to adjust the tablet poses when capturing new RGB-D data for localization, and then after the matching is done, informs user the estimated location.

Fig. 5.13 shows an image of the GUI layout. Since blind users cannot see the screen and are usually not comfortable with complex GUI, we simplify the interface by adding a big button on the right bottom part of the screen. Once the user presses the button, the
tablet will begin to capture surrounding 3D data, and feedback to the user via voice after calculating the location.

5.3.2 Experiments results

The Google Tango Tablet, which has a 3D sensor onboard, is adopted in our experiments. We have built a few large global 3D models in a campus building, as shown in Fig. 5.14a. In Fig. 5.14a, we build a 3D model for an indoor research lab by scanning the room for 5 times, each with a different tilt angle. A short video of this model can be accessed from this link\textsuperscript{11}. In the Fig. 5.14b, half of the 8th floor of the NAC building at CCNY are scanned and visualized.

We then captured some RGB-D frames at different locations and apply the aforementioned registration method to estimate where each RGB-D frame is captured, i.e, the location of the user. The system can estimate correctly locations in the experiments.

\textsuperscript{11}https://goo.gl/ILF1Tg
Figure 5.14: A partial global 3D model including corridors and rooms

Fig. 5.15 shows some experimental results. The green part represents the partial global 3D model of Fig. 5.14a, whereas the small red model (a corner of a lab) indicates a local 3D model, which is a RGB-D frame captured after the global 3D model is built. Fig 5.15 shows that newly captured frame is correctly aligned with the global model, which indicates the location is correctly estimated. A short video of this process can be accessed via the link\textsuperscript{12}.

An optimized 3D model eliminating drifts is critical for an accurate indoor localization. In our work, we utilize the Sparse Bundle Adjustment (SBA) \textsuperscript{56} for improving the 3D model built with Tango device. We first extract SIFT \textsuperscript{57} features on all color images corresponding to each depth image, and then match them pairwise. After that, we select the qualified SIFT features by setting a threshold to make sure each qualified feature appears at

\textsuperscript{12}https://goo.gl/VqBZrp
Figure 5.15: Applying the ICP based registration algorithm for localization. Left is a local model and a partial global model (in green) before registration, while right figure is the registration result.

least multiple images. Then we find the corresponding 3D points for each feature from the depth images. The SBA then accepts the features and corresponding 3D points and outputs optimized camera poses. Fig. 5.16 shows SBA optimization on the synthetic data, where Fig. 5.16(a) shows the camera poses and 3D points before SBA optimization, and Fig. 5.16(b) shows the new poses and points after the optimization.
Figure 5.16: Camera poses and 3D points before and after SBA optimization
Chapter 6

Conclusion and Discussion

This thesis presents a vision based assistive indoor localization approach with various techniques in different stages and from different perspectives for helping visually impaired people to localize in and navigate through indoor environments. Different from many other computer vision research, whose research problems are already well defined and formalized by the community, and whose major tasks are to apply their developed algorithms on standard datasets by tuning the parameter of models and evaluate the performance, this work studies the navigation need of visually impaired people, and then develop techniques in data collection, model building, localization, and user interfaces in both pre-journey planning and real-time assistance.

As a summary, we use a smart phone with a panoramic camera, and a high performance server architecture to ensure the portability and mobility of the user part and take advantage of the huge storage as well as the high computation power of the server part. An image indexing mechanism is used in finding the location of an input image (or a short sequences of images/multiple images). To improve the query speed and ensure a real-time performance, we use many-core GPUs to parallelize the query procedure.

For ensuring automatic environmental modeling using the previous omnidirectional imaging system, we utilize the building AutoCAD files for traversability checking beforehand for
finding the optimal necessary paths in navigation from point A to point B in an indoor environment. A coarse-to-refine approach is used to obtain an initial localization efficiently and then to further improve the localization accuracy from three perspectives: (1) we use Structure-from-Motion (SfM) mechanism to create a 3D environment model, and use PnP algorithm to localize a new image within the model. (2) Using pre-calibrated omnidirectional images and new input omnidirectional image, as well as their geometric relationship for refine the new image’s location and the orientation. (3) Using dense 3D scanner sensor, for example, Project Tango sensor, to obtain local 3D model, and then matching itself with the pre-built 3D global model for calculating the device’s accurate location and orientation. While the refinement work is still in its early stage, it holds promising with the development of the hardware, especially the trend that visual information acquisition device that are becoming more light, portable and integrated. For example smart phones and wearable glasses are available to general public, and 3D scanner features are integrating into the smart devices themselves, such as iPhone 7 plus and Project Tango phone. We foresee that vision based indoor localization, and its potential applications such as assistive navigation, will attract more researches and widely integrating into people’s daily life.
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