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Abstract

On Some Geometry of Graphs

by
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Adviser: Professor Dr. Melvyn Nathanson

In this thesis we study the intrinsic geometry of graphs via the constants that appear in discretized partial differential equations associated to those graphs. By studying the behavior of a discretized version of Bochner’s inequality for smooth manifolds at the cone point for a cone over the set of vertices of a graph, a lower bound for the internal energy of the underlying graph is obtained. This gives a new lower bound for the size of the first non-trivial eigenvalue of the graph Laplacian in terms of the curvature constant that appears at the cone point and the size of the vertex set for the underlying graph. For the sake of completeness, the main analysis for cones is actually done for cones over subsets of the vertex set. We follow this analysis up by studying which types of functions can achieve equality in the discrete Bochner inequality, in particular functions which yield the largest possible curvature bound at the cone point come with a dynamical definition. We are then able to classify the space of all such functions via spectral graph theory and recast the regularity of a graph in terms of the dimension of this space of functions.
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Chapter 1

Introduction

The relation between Ricci curvature bounds and the analytic and geometric properties of a smooth Riemannian manifold is a well studied subject in geometric analysis (see, for example, [14]). Lower bounds on the Ricci curvature of a manifold can provide eigenvalue estimates and functional inequalities. Thanks to the work of Sturm [27], [28], [26] and Lott-Villani [22], a notion of lower Ricci curvature bounds has been generalized to the setting of metric-measure spaces via a $CD(K,N)$ curvature-dimension condition due to Bakry and Émery [3]. Bakry and Émery’s original work provided a lower Ricci curvature bound for a measure space via a generalized heat semigroup with some strong regularity conditions for the generator of that semigroup and a curvature-dimension condition realized by what has come to be known as the Γ-Calculus of Bakry and Émery. This curvature-dimension condition is essentially a discretization of Bochner’s inequality for smooth manifolds and the Γ-Calculus of Bakry and Émery is a method of iterated gradients used to study semigroups of linear operators on functions spaces. Refinements of these discretization methods to simply metric spaces, or rather graphs, have yielded a notion of lower Ricci curvature bounds on graphs (see, for example, [4], [9], [8], [15], [16], [20], [21]).

In this thesis, we make use of Bakry and Émery’s Γ-Calculus to study lower Ricci curvature bounds for cones over subsets of vertices. These cones are then used
to study local and global properties of the underlying graph and establish a global Poincaré inequality. In addition, studying the space of functions which achieved the maximum curvature at the cone point lead to an interesting family of functions with a dynamical nature, which we were able to classify for finite graphs via the spectral properties of the graph Laplacian. So, in chapter 3 we cover the $\Gamma$-Calculus for cones over subsets of vertices, in chapter 4 we apply those results to the cone over the full vertex set and derive a Poincaré inequality, and lastly we define generalized harmonic functions on graphs and study the space of such functions.

Let’s begin filling in the above with definitions. First, the curvature-dimension condition:

**Definition 1.0.1** (Bakry-Émery Curvature-Dimension Condition). Suppose $K \in \mathbb{R}$ and $N \in (1, \infty]$. We say that a graph $G = (V,E)$ satisfies the curvature-dimension conditions, $CD(K,N)$, if for every $x \in V$ and every $f \in \ell^2(V)$,

$$\Gamma_2(f)(x) \geq \frac{(\Delta f)^2(x)}{N} + K \Gamma_1(f)(x).$$

Where, for a linear operator $\mathcal{L}$ acting on a Hilbert space,

$$\Gamma_1(f,g) = \frac{1}{2} [\mathcal{L}(fg) - \mathcal{L}f \cdot g - f \cdot \mathcal{L}g],$$

and

$$\Gamma_2(f,g) = \frac{1}{2} [\mathcal{L}\Gamma_1(f,g) - \Gamma_1(\mathcal{L}f,g) - \Gamma_1(f,\mathcal{L}g)]$$

and in this setting we have taken $\mathcal{L}$ to be the unnormalized graph Laplacian $\Delta$ (For more detail, see the beginning of chapter 2).

Also, note that when $N = \infty$, the second term in the inequality above is understood to be 0.

An object of interest in this thesis is the complete cone, $C(G)$, over a finite graph
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$G = (V, E)$. In the smooth and metric-measure settings, there is a close relation between the lower Ricci bounds of the space, $X$, and the lower Ricci curvature bounds of the cones over $X$. For example, a result due to Bacher and Sturm says that the Ricci curvature of a complete $n$-dimensional Riemannian manifold $M$ is bounded below by $n - 1$ if and only if the cone over $M$ (as a metric-measure space) satisfies the $CD(0, n + 1)$ condition [2]. In the setting of $CD(K, N)$ metric-measure spaces the relation between the weak Ricci curvature bound of $X$ and that of the cone(s) over $X$ has been explored in [17]. We pursue a similar vein in this thesis by studying cones over subsets of the vertices of a graph and looking for relations between the curvature bounds for the cone versus the curvature bounds for the underlying graph. Formally, $C(G)$ is constructed by taking the graph Cartesian product of $G$ and the complete graph with two vertices $K_2$, i.e. $G \Box K_2$, where $K_2 = (\{q, p\}, \{(q, p)\})$, and then identifying all the vertices whose second component is $p$. This complete cone is often referred to as the cone over the vertices of a finite graph. Furthermore, $C(X, G)$ is the subgraph of $C(G)$ restricted to the subset $X \subset V(G)$. Note, $G$ needs to be finite so that $C(G)$ is locally-finite and summability concerns can be avoided. Lastly, in this paper the point $p$ will always refer to the cone point of whatever cone is currently under consideration.

When studying the properties of an underlying graph $G$ that can be extracted when the cone over $G$ it is convenient to restrict the $CD(K, N)$ curvature-dimension conditions to just the cone point (a property which will be called the conical curvature-dimension, or $CCD(K, N)$ condition). This interest in the curvature at just the cone point stems from the fact that the $CD(K, N)$ inequality depends on vertices which are at most two steps away, with respect to the graph metric, on the left hand side, however the right hand side is made up of operators that only depend on vertices that are at most one away. So when considering a function whose value at the cone point is zero, the right hand side will only depend on a function’s values on the underlying graph and it bounds from below the left hand side which will take into account the
Effect of adding on the cone point. Furthermore, when taking \( f(p) = 0 \), the right hand side of the \( CD(K, N) \) inequality begs for a Cauchy-Schwarz application. Thus, we have:

**Definition 1.0.2** \((CCD(K, N)\) Conical Curvature-Dimension Conditions [19]). Let \( G = (V, E) \) be a finite, connected, undirected, loop-edge free graph and consider the cone over the vertex set of \( G \). \( G \) is said to satisfy the conical curvature-dimension condition, \( CCD(K, N) \) for \( K \in \mathbb{R} \) and \( N \in (1, \infty) \), if the cone over \( G \) satisfies the \( CD(K, N) \) curvature-dimension conditions at the vertex \( p \), namely if

\[
\Gamma_2^c(f)(p) \geq \frac{(\Delta^c f)^2(p)}{N} + K \Gamma_1^c(f)(p),
\]

holds for any function \( f \) defined on the cone and \( \Delta^c, \Gamma_1^c \) and \( \Gamma_2^c \) are the usual \( \Delta, \Gamma_1 \) and \( \Gamma_2 \) operators (see (2.4), (2.7) and (2.8)) except on the cone \( C(G) \) over \( G \). We note that the second term in (2.1) is understood to be zero when \( N = \infty \).

Furthermore, we refer to the curvature at the cone point \( K \) as the conical curvature of the finite graph \( G \).

While studying the functions that result in the largest possible curvature at the cone point over a set of vertices, it became natural to consider functions that evenly spread their \( \ell^2(V, \mu) \) mass over \( V \) in the limit of iterated applications of a unit spherical averaging operator on \( G \). Thus we define a unit spherical averaging operator and a unit ball averaging operator.

**Definition 1.0.3.** Let \( G = (V, E) \) be a simple, finite, connected, unweighted, loop-edge free graph and let \( f : V \rightarrow \mathbb{R} \). The unit spherical averaging operator is then given by \( g : \mathbb{R}^{|V|} \rightarrow \mathbb{R}^{|V|} \), such that:

\[
g[f](v) = \frac{1}{\deg(v)} \sum_{u \sim v} f(u)
\]
for all \( v \in V \).

The unit ball averaging operator is then:

**Definition 1.0.4.** Let \( G = (V, E) \) be a simple, finite, connected, unweighted, loop-edge free graph and let \( f : V \to \mathbb{R} \). The unit ball averaging operator is then given by \( h : \mathbb{R}^{|V|} \to \mathbb{R}^{|V|} \), such that:

\[
h[f](v) = \frac{1}{\text{deg}_G(v) + 1} \left( f(v) + \sum_{u \sim v} f(u) \right)
\]

for all \( v \in V \).

For completeness, we note here that by the average of \( f : V \to \mathbb{R} \), \( \text{avg}(f) \), we mean \( \frac{1}{|V|} \sum_{v \in V} f(v) \). Now, We have made these definitions in order to say the following:

**Definition 1.0.5.** Let \( G = (V, E) \) be a simple, finite, connected, unweighted, loop-edge free graph and let \( f : V \to \mathbb{R} \). We call \( f \) generalized harmonic of type I if and only if,

\[
\lim_{i \to \infty} g_i[f](v) = \text{avg}(f)
\]

for all \( v \in V \) and we call \( f \) generalized harmonic of type II if and only if,

\[
\lim_{i \to \infty} h_i[f](v) = \text{avg}(f)
\]

for all \( v \in V \).

With this definition, \( g_i[f](v) = g[g_{i-1}[f]](v) \), \( g_0[f](v) = f(v) \) and \( g_1[f](v) = g[f](v) \).

And, similarly for \( h \), \( h_i[f](v) = h[h_{i-1}[f]](v) \), \( h_0[f](v) = f(v) \), and \( h_1[f](v) = h[f](v) \).

Now we can state our main theorems and corollaries:
Theorem 1.0.6. If a finite graph $G$ satisfies $CCD(K, N)$ curvature-dimension condition, then for any function $f$ on $V(G)$ one has

$$\sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2 - N}{2N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{2K + |V| - 3}{4} \sum_{y \in V} f^2(y).$$

For functions $f$ with $\text{avg}(f) = 0$, this reduces to the following global Poincaré inequality,

$$\|f\|_2 \leq \sqrt{\frac{4}{2K + |V| - 3}} \|\nabla f\|_2,$$

where $\|\nabla f\|_2$ is understood in the graph setting to be $2 \cdot \sum_{y \in V} \Gamma_1(f)(y)$.

Theorem 1.0.7. For any finite graph $G$ and a given $N > 1$ the conical curvature cannot exceed the following number:

$$K_{\text{max}}^c = \frac{|V|}{2} + \frac{3}{2} - \frac{2|V|}{N}.$$ 

Theorem 1.0.8 (Curvature Maximizers). Suppose a finite graph $G$ satisfies $CCD(K_{\text{max}}^c, N)$. Then any function $f$ realizes $K_{\text{max}}^c$ if and only if $f$ is either constant or $f - \text{avg}(f)$ is an eigenfunction corresponding to $\lambda_1(G) = \frac{N-2}{4N} |V|$.

Furthermore, when $G$ is a complete graph, $f$ must be constant (harmonic).

Corollary 1.0.9 (Ricci Curvature of Complete Graphs). Suppose $G$ is the complete graph on $n$ vertices, then the $CD(K, N)$ property coincides with the $CCD(K^c, N)$ condition on the complete subgraph with $n - 1$ vertices and the curvature of $G$ is $\frac{n}{2} + 1 - 2 \frac{(n-1)}{N}$. Furthermore any function that realizes this curvature bound is constant (harmonic).
Remark 1.0.10. When $N = \infty$, our bound $K_{\text{max}}^c = 1 + \frac{n}{2}$ coincides with the maximum Ricci curvature of complete graphs as found in [18].

The following theorem illustrates an applications of our $\Gamma$-calculus on cones:

Theorem 1.0.11. Suppose a finite graph $G$ satisfies $CD(K, \infty)$ for $K \leq \frac{1}{2}$ then the subgraph $G \subset C(G)$ satisfies $CD(K + \frac{1}{2}, \infty)$.

Theorem 1.0.12. The set of generalized harmonic functions on a finite graph forms a subspace of $\ell^2(V, \mu)$ that contains harmonic functions.

Theorem 1.0.13. A function on the vertices of a connected, finite, undirected, non-bipartite graph is generalized harmonic of type I if and only if its weighted average is equal to its average, i.e. if and only if

$$\frac{\sum_{v \in V} \deg(v)f(v)}{\sum_{v \in V} \deg(v)} = \frac{1}{|V|} \sum_{v \in V} f(v).$$

Theorem 1.0.14. Given a connected, undirected, non-bipartite, finite graph $G = (V, E)$ and $f : V(G) \to \mathbb{R}$, $f$ is generalized harmonic of type II if and only if for $H = G \square K_2$, with $V(H) = \{(v, t) \in V(G) \times \{0, 1\} \text{ and } F : V(H) \to \mathbb{R} \text{ such that } F(v, t) = f(v), \lim_{i \to \infty} g_i[F](x) = \text{avg}(F)$.

The next result has to do with the behavior of $\delta_v$ (for $v \in V$) functions on the complete graph with $m$ vertices. It provides an explicit formula for the $n$-th level iteration of $g[\delta_v]$ on $G$.

Theorem 1.0.15. For any $y \sim x \in K_m$, and any $n$,

$$g_n[\delta_x](y) = \begin{cases} \frac{1}{(m-1)^n} \sum_{j=0}^{\frac{n-1}{2}} \left( \frac{m-1}{2} \right) (m-1)^{\frac{n-1}{2}+j} (m-2)^{2j+1}; & n \equiv 0 \pmod{2} \\ \frac{1}{(m-1)^n} \sum_{j=0}^{\frac{n-1}{2}} \left( \frac{m-1}{2} \right) (m-1)^{\frac{n-1}{2}+j} (m-2)^{2j}; & n \equiv 1 \pmod{2} \end{cases}.$$
Chapter 2

Preliminaries

The fundamental objects in this thesis are graphs, denoted $G = (V,E)$. Unless otherwise stated these graphs will be connected, simple, unweighted, finite, and loop-edge free.

Let $L$ be a linear operator on the Hilbert space of square-summable functions from the set of vertices, $V$, to the real numbers with measure $\mu$ and inner product $\langle f, g \rangle := \sum_{v \in V} \mu(v)f(v)g(v)$; i.e. $L$ acts on

$$\ell^2(V,\mu) = \{f : V \to \mathbb{R} : \sum_{v \in V} \mu(v)|f(v)|^2 < \infty\}. \quad (2.1)$$

The $\Gamma$-Calculus of Bakry and Émery associated to $L$ is then defined (see [3]) as:

$$\Gamma_1(f,g) = \frac{1}{2} [L(fg) - Lf \cdot g - f \cdot Lg], \quad (2.2)$$

and

$$\Gamma_2(f,g) = \frac{1}{2} [L\Gamma_1(f,g) - \Gamma_1(Lf,g) - \Gamma_1(f,Lg)]. \quad (2.3)$$

Given any graph, $G$, there is an associated adjacency operator, $A(G)$, for which the $A_{i,j}$-entry is 1 whenever there is an edge from vertex $i$ to vertex $j$ and 0 otherwise.
Since we have taken $G$ to be finite, $A(G)$ will be a finite dimensional, square matrix. This allows us to avoid summability issues. It should be noted that when $G$ is undirected, $A(G)$ is symmetric.

In this thesis the linear operator that we will be studying is the combinatorial graph Laplacian (see [11]), both unnormalized (denoted $\Delta$) and normalized (denoted $\bar{\Delta}$) as given by:

\[ \Delta f(v) = \sum_{u \in V \sim v} (f(u) - f(v)) \]  
\[ \bar{\Delta} f(v) = \frac{1}{\deg(v)} \sum_{u \in V \sim v} (f(u) - f(v)), \]  

where $u \in V \sim v$ (if the that contains $u$ is unambiguous or the entire vertex set then we simply write $u \sim v$) means that $u \in V$ and there exists an edge $(u, v) \in E$, and

\[ \deg(v) = \# \{ u : u \sim v \}. \]

Note: When using the unnormalized operator, $\Delta$, the measure $\mu$ in $\ell^2(V, \mu)$ will be the counting measure, i.e. $\mu(v) = 1$, for all $v \in V$. However, a standard modification to the Hilbert space for the normalized operator, $\bar{\Delta}$, results in $\mu(v) = \deg(v)$ for all $v \in V$ (see [12]). Let $D(G)$ be the diagonal degree operator for a graph $G$. Thus,

\[ D(G) = (d_{i,j}) = \begin{cases} \deg(i) & \text{, when } i = j \\ 0 & \text{, otherwise} \end{cases}. \]

The combinatorial graph Laplacians can then be realized as the difference between the operators $D(G)$ and $A(G)$, i.e. $-\Delta = (D(G) - A(G))$ and $-\bar{\Delta} =$
\((I - D^{-\frac{1}{2}}AD^{-\frac{1}{2}})\) (see [6]). A graph is said to be \(k\)-regular if the degree of every vertex is \(k\). When \(G\) is \(k\)-regular, 
\[-\Delta = (k \cdot I - A) \text{ or } -\bar{\Delta} = (I - \frac{1}{k} \cdot A)\] (see [10]).

When thinking of the graph Laplacians (both normalized and unnormalized) as operators on the function space of a finite graph, they are realized to be matrices with real entries. For undirected graphs these matrices will be symmetric and therefore self-adjoint. It should be noted that after the work of Wojciechowski (see [29]), these self-adjoint matrices can be extend uniquely to a self-adjoint linear operator acting on the Hilbert space of functions on an infinite graph’s set of vertices. However, for this thesis we won’t need the essential self-adjointedness of the Laplacian on graphs.

Furthermore, the first non-zero eigenvalue of the graph Laplacian, on a locally-finite graph, may be bounded below via the Rayleigh-Ritz quotient. However in the finite setting, which is the case for this thesis, the Rayleigh-Ritz quotient actually yields the first non-zero eigenvalue.

\[
\lambda_1 = \inf \left\{ \frac{1}{2} \sum_{v \in V} \sum_{u \sim v} (f(u) - f(v))^2 : f \in \ell^2(V) \text{ and } \text{avg}(f) = 0 \right\}.
\]

Applying the definitions for the \(\Gamma\)-Calculus of Bakry-Émery to the combinatorial graph Laplacian, one can see that

\[
\Gamma_1(f, g)(v) = \frac{1}{2} \left[ \Delta(fg)(v) - \Delta f(v)g(v) - f(v)\Delta g(v) \right] ,
\]

and so in this discrete setting we think of \(\Gamma_1(f, g)\) as \(\langle \nabla f, \nabla g \rangle\).

Furthermore,

\[
\Gamma_2(f, g)(v) = \frac{1}{2} [\Delta \Gamma_1(f, g)(v) - \Gamma_1(\Delta f, g)(v) - \Gamma_1(f, \Delta g)(v)].
\]

**Remark 2.0.1.** It should be noted that both \(\Delta f\) and \(\bar{\Delta} f\) are invariant under the addition of a constant to \(f\), i.e. \(\Delta f = \Delta (f + c)\) and \(\bar{\Delta} f = \bar{\Delta} (f + c)\). As a result
Γ₁(f, g) and Γ₂(f, g) are invariant under translations by constant functions, in both f and g. Furthermore, any scalar c ∈ ℝ applied to f, or in the case of Γ₁ and Γ₂ g as well, may be factored out from the operator’s argument.

Now in the case of the normalized graph Laplacian there is by definition a factor of 1/deg(v) that comes up. Hence,

\[ \bar{\Gamma}_1(f, g)(v) = \frac{1}{2\text{deg}(v)} \sum_{u \in V \sim v} (f(u) - f(v))(g(u) - g(v)) \]

\[ = \frac{1}{\text{deg}(v)} \Gamma_1(f, g)(v), \]

and

\[ \bar{\Gamma}_2(f, g) = \frac{1}{\text{deg}^2(v)} \Gamma_2(f, g)(v). \]

Let Γ₁(f, f) := Γ₁(f). Thus, Γ₁(f)(v) is thought of as |∇f(v)|² in the unnormalized setting and one can verify (provided that ∆ is bounded, which is true for finite graphs) the following divergence identity,

\[ \|\nabla f\|_2^2 = \sum_{v \in V} \Gamma_1(f)(v) = -\sum_{v \in V} f(v)\Delta f(v). \]

In thinking of Γ₁(f)(v) as |∇f(v)|² one is lead to a discrete notion of energy for a graph G via its Dirichlet sum [6].

**Definition 2.0.2.** The energy of a finite, simple, undirected, unweighted graph is given by:

\[ \|\nabla f\|_2^2 = \frac{1}{2} \sum_{v \in V} \sum_{u \sim v} (f(u) - f(v))^2 \]

\[ = \sum_{v \in V} \Gamma_1(f)(v). \]

We can now unambiguously define the Curvature-Dimension condition of Bakry-
Definition 2.0.3. If $K \in \mathbb{R}$ and $N \in (1, \infty]$ are such that for every $v \in V$ and every $f \in \ell^2(V, \mu)$,
\[
\Gamma_2(f)(v) \geq \frac{(\Delta f)^2(v)}{N} + K \Gamma_1(f)(v),
\]
then we say that $G = (V, E)$ satisfies the $CD(K, N)$ curvature-dimension condition.

Note, when $N = \infty$ the middle term in the inequality above is understood to be 0. The largest possible value of $K$ such that the above inequality holds for all $v \in V$ and all $f \in \ell^2(V, \mu)$ is thought of as the lower “Ricci curvature” bound, in analogy (see [13]) to the lower Ricci curvature bound, $k$, that appears in Bochner’s famous inequality for manifolds:
\[
\frac{1}{2} \Delta |\nabla f|^2 - \langle \nabla f, \nabla \Delta f \rangle \geq \frac{1}{n} |\Delta f|^2 + k |\nabla f|^2,
\]
where $f$ is a smooth function on a manifold $M$, $n$ is an upper bound for its dimension, and $k$ is a lower bound for the Ricci curvature. Furthermore, the $CD(K, N)$ condition,
\[
\Gamma_2(f)(v) \geq \frac{(\Delta f)^2(v)}{N} + K \Gamma_1(f)(v),
\]
is invariant under translations and scalar multiplication of $f$, i.e. let $c \in \mathbb{R}$
\[
\Gamma_2(c \cdot f)(v) \geq \frac{(\Delta c \cdot f)^2(v)}{N} + K \Gamma_1(c \cdot f)(v)
\]
\[\iff c^2 \Gamma_2(f)(v) \geq \frac{c^2(\Delta f)^2(v)}{N} + c^2 K \Gamma_1(f)(v)
\]
\[\iff \Gamma_2(f)(v) \geq \frac{(\Delta f)^2(v)}{N} + K \Gamma_1(f)(v)
\]
and,

\[ \Gamma_2(f + c)(v) \geq \frac{(\Delta f)^2(v)}{N} + K \Gamma_1(f + c)(v) \]
\[ \Leftrightarrow \Gamma_2(f)(v) \geq \frac{(\Delta f)^2(v)}{N} + K \Gamma_1(f)(v). \]

This curvature-dimension condition provides an avenue for defining a notion of Ricci
curvature for graphs and we make the following definitions.

**Definition 2.0.4** (Uniform and Pointwise Ricci Curvature Bounds). We define the
pointwise curvatures by

\[ \text{Ric}_N(y) := \sup_{f} \{ K : \Gamma_2(f)(y) \geq \frac{1}{N}(\Delta f)^2(y) + K \Gamma_1(f)(y) \} \]

and

\[ \text{Ric}_\infty(y) := \sup_{f} \{ K : \Gamma_2(f)(y) \geq K \Gamma_1(f)(y) \} , \]

and similarly we define the dimensional (respectively, dimensionless) Ricci curvature
of the graph \( G \), \( \text{Ric}_N(G) \) (respectively, \( \text{Ric}_\infty(G) \)) by,

\[ \text{Ric}_N(G) := \sup \{ K : G \text{ satisfies } CD(K, N) \} \]

and

\[ \text{Ric}_\infty(G) := \sup \{ K : G \text{ satisfies } CD(K, \infty) \} . \]

**Definition 2.0.5** (Conical Ricci Curvatures). We define the conical Ricci curvature
by

\[ CRic_N(G) := \sup \{ K : G \text{ satisfies } CCD(K, N) \} , \]
where \( \text{CCD}(K, N) \) is defined in 2.1 and

\[
CRic_{\infty}(G) := \sup \{ K : G \text{ satisfies } \text{CCD}(K, \infty) \}.
\]

Graphs come with a natural metric, which is simply the sum of the least number of edge one must cross to get from vertex \( u \) to vertex \( v \) in the graph.

\[
d_G(u, v) = \inf \left\{ \sum_{i=0}^{m-1} 1 : v_0 \sim v_1 \sim \cdots \sim v_m = u \right\}.
\]

Given \( F \subset V \), then

\[
\partial F := \{(u, v) \in E : u \in F \text{ and } v \in V \setminus F \}.
\]

From which we can define the finite graph isoperimetric constant,

\[
h(G) := \inf \left\{ \frac{|\partial F|}{\min\{|F|, |V \setminus F|\}} : 0 < |F| < \infty \right\}.
\]

For convenience, let \( m = \sup \{ \deg(v) : v \in V \} \) and recall a well-known result of Dodziuk and Alon-Milman from the 1980’s (see [11], [1], [7]):

**Theorem 2.0.6.** Let \( G = (V, E) \) be a finite, simple, connected, loop-edge free graph and let \( \lambda_1 \) be the first non-trivial eigenvalue of \( \Delta \) and let \( m = \max \{ \deg(v) : v \in V \} \). Then, the following inequalities hold:

\[
\frac{\lambda_1}{2} \leq h(G) \leq \sqrt{2m\lambda_1}.
\]

**Definition 2.0.7.** Let \( \{G_i\}_{i \geq 0} \) be a countably infinite family of graphs with \( \sup \{ \deg(v) : v \in V(G_i) \} = m_i \leq M \) for some \( M \in \mathbb{N} \), ordered so that \( |V_i| \leq |V_{i+1}| \) and \( \lim_{i \to \infty} |V_i| \to \infty \). If there exists a constant, \( C > 0 \), such that \( h(G_i) \geq C > 0 \), for all \( i \geq 0 \), then \( \{G_i\}_{i \geq 0} \) is an expanding family of graphs (see, [24] and [10]).
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Cone Construction

The complete cone, $C(G)$, over a finite graph $G$ is constructed by taking the graph Cartesian product of $G$ and $H$, $G \square K_2$, where $K_2 = (\{q,p\}, \{(q,p)\})$ is the complete graph on two vertices $q$ and $p$, and then identifying all the vertices whose second component is $p$. In this thesis, as mentioned before, $p$ always refers to the cone point of $C(G)$. More generally, for a subset $X \subset V(G)$, the partial cone, $C(X,G)$, is a subgraph of $C(G)$ containing $X$, all edges $(x,y)$, for $x, y \in X$ and all edges $(x,p)$, for $x \in X$. For brevity, we will use a superscript $^c$ to denote any operation that is taking place on a cone over $G$ or on a subset of the vertices $X \subset V(G)$. Notice that any vertex $v \in V(G)$ can be thought of as the cone point of the 1-sphere based at $v$, i.e. $S^1_v := \{ y \in V \mid y \sim v \} = X$ in the above construction. In this way partial cones can be useful in studying cliques. The Figures 3.1 and 3.2 on the next page demonstrate examples of a partial cone and, when $X = V$, the complete cone over the vertices of a finite graph respectively.

First we will prove a few lemmas that calculate the $\Delta$ and $\Gamma$ operators of a partial cone in terms of the analogous operators on the base graph plus some error terms. In this way the equations and lemmas that follow are pointwise equivalences between operators acting on a cone and operators acting on an underlying graph. The last subsection is then devoted to an immediate result. In the lemmas that
follow a helpful visual is that of a tower stratifying the metric spheres in $C(G)$ that are centered at the cone point $p$ (see Figure 3.3). Underlying the usefulness of this tower is the fact that the operator $\Gamma_2(f)(v)$ depends on vertices that are at most two steps away from $v$, while for $\Gamma_1(f)(v)$ and $\Delta f(v)$ only depend on vertices that are one step away.

Figure 3.1: Example of a partial cone $C(X, G)$
Figure 3.2: Example of a complete cone $C(G)$

$G = (V, E)$
Figure 3.3: Metric spheres centered at $p$
3.1 Γ-Calculus for Cones

In this section we compute the operators $\Delta^c$, $\Gamma_1^c$, and $\Gamma_2^c$ in terms of $\Delta$, $\Gamma_1$, and $\Gamma_2$, plus some error terms that result from the addition of the point $p$ to $G$, for a cone $C(X,G)$ over a finite graph $G = (V,E)$ with $X \subset V$ some arbitrary subset of $G$’s vertices. For convenience we take $C = V \cup \{p\}$ to be the vertex set of $C(X,G)$.

Since the operators $\Delta$ and $\Gamma$ are invariant under translation by a constant, we may assume, without loss of generality, that $f(p) = 0$.

Denote by $S^n_p$ and $B^n_p$ the metric spheres and balls (resp.) with radius $n$ and center $p$ in the cone. For any subset $B \subset V$, the notation $v \in B \sim x$ means $v \in B$ and $v \sim x$. Thus, if $x \in X \subset V$, then $x \in C \sim p$ and in particular we often say $x \in S^1_p \subset V$.

Remark 3.1.1. Note that $\Delta$ and $\Gamma_1$ only depend on vertices that are at most one step away. Thus, $\Delta^c f(x) = \Delta f(x)$ and $\Gamma_1^c f(x) = \Gamma_1 f(x)$ when $x \sim p$.

Lemma 3.1.2. Let $f$ be a function on the cone $C(X,G)$ with $f(p) = 0$ then,

$$\Delta^c f(x) = \begin{cases} 
\Delta f(x) - f(x), & x \sim p \\
\sum_{y \in S^1_p} f(y), & x = p
\end{cases}.$$  

Proof. 1. If $x \sim p$, then

$$\Delta^c f(x) = \sum_{y \in C \sim x} \left( f(y) - f(x) \right)$$

$$= \sum_{y \in V \sim x} \left( f(y) - f(x) \right) + \left( f(p) - f(x) \right)$$

$$= \Delta f(x) - f(x).$$
2. If \( x = p \), then

\[
\Delta^c f(p) = \sum_{y \in C \sim p} (f(y) - f(p)) = \sum_{y \in S^c_p} f(y).
\]

\[\square\]

**Lemma 3.1.3.** Let \( f \) be a function on the cone \( C(X,G) \) with \( f(p) = 0 \) then,

\[
\Gamma^c_1(f)(x) = \begin{cases} 
\Gamma_1(f)(x) + \frac{1}{2} f^2(x), & x \sim p \\
\frac{1}{2} \sum_{y \in S^c_p} f^2(y), & x = p
\end{cases}
\]

**Proof.**

1. If \( x \sim p \), then using (2.7)

\[
\Gamma^c_1(f)(x) = \frac{1}{2} \sum_{y \in C \sim x} (f(y) - f(x))^2
\]

\[
= \frac{1}{2} \sum_{y \in V \sim x} (f(y) - f(x))^2 + \frac{1}{2} (f(p) - f(x))^2
\]

\[
= \Gamma_1(f)(x) + \frac{1}{2} f^2(x).
\]

2. If \( x = p \), then using (2.7)

\[
\Gamma^c_1(f)(p) = \frac{1}{2} \sum_{y \in V} (f(y) - f(p))^2
\]

\[
= \frac{1}{2} \sum_{y \in S^c_p} f^2(y).
\]

\[\square\]

In the next few lemmas we calculate the constituent parts that appear in the definition of \( \Gamma^c_2 \).

**Remark 3.1.4.** Note that \( \Gamma^c_2 \) depends on vertices at most two steps away. Thus
\[ \Gamma_2^c(f)(x) \text{ coincides with } \Gamma_2(f)(x) \text{ pointwise when } x \in V \setminus B_p^2. \]

**Lemma 3.1.5.** Let \( f \) be a function defined on the cone \( C(X, G) \), and suppose \( f(p) = 0 \), then whenever

1. \( x \in S_p^2 \),

\[ \Gamma^c_1(f, \Delta^c f)(x) = \Gamma_1(f, \Delta f)(x) - \frac{1}{2} \sum_{y \in S_p^1 \sim x} f(y)(f(y) - f(x)). \]

2. \( x \in S_p^1 \),

\[ \Gamma^c_1(f, \Delta^c f)(x) = \Gamma_1(f, \Delta f)(x) - \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2 \]
\[ - \frac{1}{2} f(x) \sum_{y \in S_p^1} f(y) + \frac{1}{2} f(x) \sum_{y \in S_p^2 \sim x} (f(y) - f(x)) \]
\[ + \frac{1}{2} f(x) \Delta f(x) - \frac{1}{2} f^2(x). \]

3. \( x = p \),

\[ \Gamma^c_1(f, \Delta^c f)(x) = \frac{1}{2} \sum_{y \in S_p^1} f(y) \Delta f(y) - \frac{1}{2} \sum_{y \in S_p^1} f^2(y) - \frac{1}{2} (\sum_{y \in S_p^1} f(y))^2. \]
Proof. 1. If \( x \in S^2_p \), then using (2.7)

\[
\Gamma^c_1(f, \Delta^c f)(x) = \frac{1}{2} \sum_{y \in C \sim x} (f(y) - f(x)) (\Delta^c f(y) - \Delta^c f(x))
\]

\[
= \frac{1}{2} \sum_{y \in V \setminus S^1_p \sim x} (f(y) - f(x)) (\Delta^c f(y) - \Delta^c f(x))
\]

\[
+ \frac{1}{2} \sum_{y \in S^1_p \sim x} (f(y) - f(x)) (\Delta^c f(y) - \Delta^c f(x))
\]

\[
= \frac{1}{2} \sum_{y \in V \setminus S^1_p \sim x} (f(y) - f(x)) (\Delta f(y) - \Delta f(x))
\]

\[
+ \frac{1}{2} \sum_{y \in S^1_p \sim x} (f(y) - f(x)) (\Delta f(y) - f(y) - \Delta f(x))
\]

\[
= \frac{1}{2} \sum_{y \in V \sim x} (f(y) - f(x)) (\Delta f(y) - \Delta f(x))
\]

\[
- \frac{1}{2} \sum_{y \in S^1_p \sim x} f(y)(f(y) - f(x))
\]

\[
= \Gamma_1(f, \Delta f)(x) - \frac{1}{2} \sum_{y \in S^1_p \sim x} f(y)(f(y) - f(x)).
\]
2. If \( x \in S_p^1 \), then using (2.7)

\[
\Gamma_1^p(f, \Delta f)(x) = \frac{1}{2} \sum_{y \in C \sim x} (f(y) - f(x))(\Delta f(y) - \Delta f(x)) \\
= \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))(\Delta f(y) - f(x) + f(x)) \\
+ \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))(\Delta f(y) - f(y) - \Delta f(x) + f(x)) \\
+ \frac{1}{2} (f(p) - f(x)) (\sum_{y \in S_p^1 \sim x} f(y) - f(x) + f(x)) \\
= \frac{1}{2} \sum_{y \in S_p^2 \sim x} (f(y) - f(x))(\Delta f(y) - f(x)) \\
+ \frac{1}{2} f(x) \sum_{y \in S_p^2 \sim x} (f(y) - f(x)) \\
+ \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))(\Delta f(y) - f(x)) \\
- \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2 - \frac{1}{2} f(x) \sum_{y \in S_p^1 \sim x} f(y) \\
+ \frac{1}{2} f(x) \Delta f(x) - \frac{1}{2} f^2(x) \\
= \frac{1}{2} \sum_{y \in V \sim x} (f(y) - f(x))(\Delta f(y) - f(x)) \\
- \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2 - \frac{1}{2} f(x) \sum_{y \in S_p^1 \sim x} f(y) \\
+ \frac{1}{2} f(x) \sum_{y \in S_p^2 \sim x} (f(y) - f(x)) + \frac{1}{2} f(x) \Delta f(x) - \frac{1}{2} f^2(x) \\
= \Gamma_1(f, \Delta f)(x) - \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2 - \frac{1}{2} f(x) \sum_{y \in S_p^1 \sim x} f(y) \\
+ \frac{1}{2} f(x) \sum_{y \in S_p^2 \sim x} (f(y) - f(x)) + \frac{1}{2} f(x) \Delta f(x) - \frac{1}{2} f^2(x). 
\]
3. If $x = p$, then using (2.7)

$$
\Gamma^c_1(f, \Delta^c f)(p) = \frac{1}{2} \sum_{y \in C \sim p} (f(y) - f(p))(\Delta^c f(y) - \Delta^c f(p))
$$

$$
= \frac{1}{2} \sum_{y \in S^1_p} (f(y) - f(p))(\Delta f(y) - f(y) - \sum_{z \in S^1_p} f(z))
$$

$$
= \frac{1}{2} \sum_{y \in S^1_p} \left[ f(y)\Delta f(y) - f^2(y) - f(y) \sum_{z \in S^1_p} f(z) \right]
$$

$$
= \frac{1}{2} \sum_{y \in S^1_p} f(y)\Delta f(y) - \frac{1}{2} \sum_{y \in S^1_p} f^2(y) - \frac{1}{2} \left( \sum_{y \in S^1_p} f(y) \right)^2.
$$

\[ \square \]

**Lemma 3.1.6.** Let $f$ be a function defined on the cone $C(X, G)$, and suppose $f(p) = 0$, then whenever

1. $x \in S^2_p$,

$$
\Delta^c \Gamma^c_1(f)(x) = \Delta \Gamma_1(f)(x) + \frac{1}{2} \sum_{y \in S^1_p \sim x} f^2(y).
$$

2. $x \in S^1_p$,

$$
\Delta^c \Gamma^c_1(f)(x) = \Delta \Gamma_1(f)(x) - \Gamma_1(f)(x)
$$

$$
+ \frac{1}{2} \left[ \sum_{y \in S^1_p \sim x} f^2(y) + \sum_{y \in S^1_p} f^2(y) \right] - \deg_G(x) + \frac{1}{2} f^2(x).
$$

3. $x = p$,

$$
\Delta^c \Gamma^c_1(f)(x) = \sum_{y \in S^1_p} \Gamma_1(f)(y) - \frac{|S^1_p| - 1}{2} \sum_{y \in S^1_p} f^2(y).
$$
**CHAPTER 3. CONE CONSTRUCTION**

**Proof.** 1. If \( x \in S_p^2 \), then

\[
\Delta^c \Gamma_1^c(f)(x) = \sum_{y \in C \sim x} \left[ \Gamma_1^c(f)(y) - \Gamma_1^c(f)(x) \right]
\]

\[
= \sum_{y \in V \setminus S_p^1 \sim x} \left[ \Gamma_1(f)(y) - \Gamma_1(f)(x) \right] + \sum_{y \in S_p^1 \sim x} \Gamma_1^c(f)(y) - \Gamma_1^c(f)(x)
\]

\[
= \sum_{y \in V \setminus S_p^1 \sim x} \Gamma_1(f)(y) - \Gamma_1(f)(x)
\]

\[
+ \sum_{y \in S_p^1 \sim x} \Gamma_1(f)(y) + \frac{1}{2} f^2(y) - \Gamma_1(f)(x)
\]

\[
= \sum_{y \in V \sim x} \Gamma_1(f)(y) - \Gamma_1(f)(x) + \frac{1}{2} \sum_{y \in S_p^1 \sim x} f^2(y)
\]

\[
= \Delta \Gamma_1(f)(x) + \frac{1}{2} \sum_{y \in S_p^1 \sim x} f^2(y).
\]
2. If \( x \in S^1_p \), then

\[
\Delta^c \Gamma^1_i(f)(x) = \sum_{y \in C \sim x} \left[ \Gamma^1_i(f)(y) - \Gamma^1_i(f)(x) \right] = \sum_{y \in S^2_p \sim x} \left[ \Gamma_1(f)(y) - \Gamma_1(f)(x) - \frac{1}{2} f^2(x) \right] + \sum_{y \in S^1_p \sim x} \left[ \Gamma_1(f)(y) - \Gamma_1(f)(x) + \frac{1}{2} (f^2(y) - f^2(x)) \right]
\]

\[+ \Gamma^c_1(f)(p) - \Gamma_1(f)(x) - \frac{1}{2} f^2(x)\]

\[= \sum_{y \in S^2_p \sim x} \left[ \Gamma_1(f)(y) - \Gamma_1(f)(x) \right] - \frac{1}{2} \deg_G(x) f^2(x) + \sum_{y \in S^1_p \sim x} \left[ \Gamma_1(f)(y) - \Gamma_1(f)(x) \right]
\]

\[+ \frac{1}{2} \sum_{y \in S^1_p \sim x} f^2(y) + \frac{1}{2} \sum_{y \in S^1_p} f^2(y) - \Gamma_1(f)(x)\]

\[= \sum_{y \in V \sim x} \left[ \Gamma_1(f)(y) - \Gamma_1(f)(x) \right] - \Gamma_1(f)(x)
\]

\[+ \frac{1}{2} \sum_{y \in S^1_p \sim x} f^2(y) + \frac{1}{2} \sum_{y \in S^1_p} f^2(y) - \frac{1}{2} (\deg_G(x) + 1) f^2(x)\]

\[= \Delta \Gamma_1(f)(x) - \Gamma_1(f)(x) + \frac{1}{2} \left[ \sum_{y \in S^1_p \sim x} f^2(y) + \sum_{y \in S^1_p} f^2(y) \right] - \frac{\deg_G(x) + 1}{2} f^2(x).\]
3. If $x = p$, then

$$
\Delta^c(\Gamma^c_1(f))(p) = \sum_{y \in S^1_p} \left[ \Gamma^c_1(f)(y) - \Gamma^c_1(f)(p) \right]
$$

$$
= \sum_{y \in S^1_p} \left[ \Gamma_1(f)(y) + \frac{1}{2} f^2(y) - \frac{1}{2} \sum_{z \in S^1_p} f^2(z) \right]
$$

$$
= \sum_{y \in S^1_p} \Gamma_1(f)(y) + \frac{1}{2} \sum_{y \in S^1_p} f^2(y) - \frac{|S^1_p|}{2} \sum_{z \in S^1_p} f^2(z)
$$

$$
= \sum_{y \in S^1_p} \Gamma_1(f)(y) - \frac{(|S^1_p| - 1)}{2} \sum_{y \in S^1_p} f^2(y).
$$

Lemma 3.1.7. Let $f$ be a function defined on the cone $C(X, G)$, and suppose $f(p) = 0$, then whenever

1. $x \in S^2_p$

$$
\Gamma^c_2(f)(x) = \Gamma_2(f)(x) + \frac{3}{4} \sum_{y \in S^1_p \sim x} f^2(y) - \frac{1}{2} f(x) \sum_{y \in S^1_p \sim x} f(y).
$$

2. $x \in S^1_p$

$$
\Gamma^c_2(f)(x) = \Gamma_2(f)(x) - \frac{1}{2} \Gamma_1(f)(x) + \frac{1}{2} \sum_{y \in S^1_p \sim x} (f(y) - f(x))^2
$$

$$
+ \frac{1}{4} \left[ \sum_{y \in S^1_p \sim x} f^2(y) - \deg(x) f^2(x) \right] - \frac{1}{2} f(x) \Delta f(x)
$$

$$
+ \frac{1}{4} \left[ \sum_{y \in S^1_p} f^2(y) + f^2(x) \right] - \frac{1}{2} f(x) \sum_{y \in S^1_p \sim x} (f(y) - f(x)).
$$
3. \( x = p \)

\[
\Gamma_2^c(f)(x) = \frac{1}{2} \sum_{y \in S_1^p} \Gamma_1(f)(y) - \frac{1}{2} \sum_{y \in S_1^p} f(y) \Delta f(y) \\
\quad - \frac{|S_1^p| - 3}{4} \sum_{y \in S_1^p} f^2(y) + \frac{1}{2} \left( \sum_{y \in S_1^p} f(y) \right)^2.
\]

**Proof.** 1. If \( x \in S_1^p \), then

\[
\Gamma_2^c(f)(x) = \frac{1}{2} \Delta^c \Gamma_1^c(f, f)(x) - \Gamma_1^c(f, \Delta^c f)(x) \\
= \frac{1}{2} \Delta \Gamma_1(f)(x) + \frac{1}{4} \sum_{y \in S_1^p \sim x} f^2(y) - \Gamma_1(f, \Delta f)(x) \\
\quad + \frac{1}{2} \sum_{y \in S_1^p \sim x} f(y)(f(y) - f(x)) \\
= \Gamma_2(f)(x) + \frac{3}{4} \sum_{y \in S_1^p \sim x} f^2(y) - \frac{1}{2} f(x) \sum_{y \in S_1^p \sim x} f(y).
\]
2. If \( x \in S_p^1 \), then

\[
\Gamma_2^c(f)(x) = \frac{1}{2} \Delta^c \Gamma_1^c(f)(x) - \Gamma_1^c(f, \Delta^c f)(x)
\]

\[
= \frac{1}{2} \Delta \Gamma_1(f)(x) - \frac{1}{2} \Gamma_1(f)(x) + \frac{1}{4} \sum_{y \in S_p^1 \sim x} f^2(y) + \frac{1}{4} \sum_{y \in S_p^1} f^2(y)
\]

\[
- \frac{\deg_G(x) + 1}{4} f^2(x) - \Gamma_1(f, \Delta f)(x)
\]

\[
+ \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2 - \frac{1}{2} f(x) \sum_{y \in S_p^2 \sim x} (f(y) - f(x))
\]

\[
+ \frac{1}{2} f(x) \sum_{y \in S_p^1} f(y) - \frac{1}{2} f(x) \Delta f(x) + \frac{1}{2} f^2(x)
\]

\[
= \left[ \frac{1}{2} \Delta \Gamma_1(f)(x) - \Gamma_1(f, \Delta f)(x) \right] - \frac{1}{2} \Gamma_1(f)(x)
\]

\[
+ \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2 + \frac{1}{4} \left[ \sum_{y \in S_p^1 \sim x} f^2(y) - \deg_G(x) f^2(x) \right]
\]

\[
+ \frac{1}{4} \sum_{y \in S_p^1} f^2(y) - \frac{1}{2} f(x) \sum_{y \in S_p^2 \sim x} (f(y) - f(x)) - \frac{1}{2} f(x) \Delta f(x)
\]

\[
+ \frac{1}{2} f^2(x)
\]

\[
= \Gamma_2(f)(x) - \frac{1}{2} \Gamma_1(f)(x) + \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2
\]

\[
+ \frac{1}{4} \left[ \sum_{y \in S_p^1 \sim x} f^2(y) - \deg_G(x) f^2(x) \right] - \frac{1}{2} f(x) \Delta f(x)
\]

\[
+ \frac{1}{4} \left[ \sum_{y \in S_p^1} f^2(y) + f^2(x) \right] - \frac{1}{2} f(x) \sum_{y \in S_p^2 \sim x} (f(y) - f(x)).
\]
3. If \( x = p \), then

\[
\Gamma_c^2(f)(p) = \frac{1}{2} \Delta_c \Gamma_1^c (f)(p) - \Gamma_1^c (f, \Delta_c f)(p)
\]

\[
= \frac{1}{2} \sum_{y \in S_p^1} \Gamma_1(f)(y) - \frac{|S_p^1| - 1}{4} \sum_{y \in S_p^1} f(y) f(y) - \frac{1}{2} \sum_{y \in S_p^1} f(y) \Delta f(y)
\]

\[
+ \frac{1}{2} \sum_{y \in S_p^1} f(y) + \frac{1}{2} (\sum_{y \in S_p^1} f(y))^2
\]

\[
= \frac{1}{2} \sum_{y \in S_p^1} \Gamma_1(f)(y) - \frac{1}{2} \sum_{y \in S_p^1} f(y) \Delta f(y) - \frac{|S_p^1| - 3}{4} \sum_{y \in S_p^1} f(y)
\]

\[
+ \frac{1}{2} (\sum_{y \in S_p^1} f(y))^2.
\]

\[\square\]

3.2 \( \Gamma_c^2 \) for \( C(G) \)

When \( C(X,G) = C(G) \) is the full cone over \( V(G) \), then \( S_p^1 = V \) and \( S_p^2 = \emptyset \). Thus, Lemma 3.1.7 reduces to the following Lemma.

**Lemma 3.2.1.**

\[
\Gamma_c^2(f)(x) = \begin{cases} 
\Gamma_2(f)(x) + \frac{1}{4} \Gamma_1(f)(x) + \frac{1}{4} \sum_{y \in V} f^2(y) + \frac{1}{4} f^2(x), & x \sim p \\
\sum_{y \in V} \Gamma_1(f)(y) - \frac{|V| - 3}{4} \sum_{y \in V} f^2(y) + \frac{1}{2} (\sum_{y \in V} f(y))^2, & x = p
\end{cases}
\]

**Proof.** Since \( S_p^1 = V \) and \( S_p^2 = \emptyset \) the first case in Lemma 3.1.7 disappears. In case 2 notice that when \( S_p^1 = V \), then \( \frac{1}{2} \sum_{y \in S_p^1 \sim x} (f(y) - f(x))^2 = \Gamma_1(f)(x) \) and \( \sum_{y \in S_p^1 \sim x} (f^2(y) - f^2(x)) = (\Delta f^2)(x) \). Since \( \frac{1}{2} \Gamma_1(f)(x) = \frac{1}{4} (\Delta f^2)(x) - \frac{1}{2} f(x) \Delta f(x) \) the case when \( x \sim p \) follows. When \( x = p \), applying the identity (2) gives the desired result. \( \square \)

This leads to the following result regarding the curvature of the cone,
Theorem 1.0.11. Suppose $G$ satisfies $CD(K, \infty)$ for $K \leq \frac{1}{2}$ then the subgraph $G \subset C(G)$ satisfies $CD(K + \frac{1}{2}, \infty)$.

Proof of Theorem 1.0.11. Suppose $G$ satisfies $CD(K, \infty)$ for $K \leq \frac{1}{2}$. Since $G$ satisfies $CD(K, \infty)$ then by Lemma 3.2.1 for $x \sim p$,

$$
\Gamma^2_2(f)(x) = \Gamma_2(f)(x) + \frac{1}{2} \Gamma_1(f)(x) + \frac{1}{4} \sum_{y \in V} f^2(y) + \frac{1}{4} f^2(x).
$$

Therefore, given that,

$$
\Gamma_2(f)(x) \geq \frac{1}{2} \Gamma_1(f)(x).
$$

one has,

$$
\Gamma_2(f)(x) + \frac{1}{2} \Gamma_1(f)(x) + \frac{1}{4} \sum_{y \in V} f^2(y) + \frac{1}{4} f^2(x)
\geq K \Gamma^2_1(f)(x) - \frac{K}{2} f^2(x) + \frac{1}{2} \Gamma_1(f)(x) - \frac{1}{4} f^2(x) + \frac{1}{4} \sum_{y \in V} f^2(y) + \frac{1}{4} f^2(x)
$$

and so,

$$
\Gamma^2_2(f)(x) \geq (K + \frac{1}{2}) \Gamma_1(f)(x) + \frac{1}{4} \sum_{y \in V} f^2(y) - \frac{K}{2} f^2(x).
$$

Since $K \leq \frac{1}{2}$, then $\frac{1}{4} \sum_{y \in V} f^2(y) - \frac{K}{2} f^2(x) \geq 0$. Hence we may drop both terms from the inequality and $C(G)$ satisfies $CD(K + \frac{1}{2}, \infty)$ for $x \sim p$.  \qed
Chapter 4

Graph Energy

Let us recall here some pertinent definitions for readability. First, the Conical Curvature-Dimension condition:

Definition 4.0.1 (CCD($K, N$) Conical Curvature-Dimension Conditions [19]). Let $G = (V, E)$ be a finite, connected, undirected, loop-edge free graph and consider the cone over the vertex set of $G$. $G$ is said to satisfy the conical curvature-dimension condition, CCD($K, N$) for $K \in \mathbb{R}$ and $N \in (1, \infty]$, if the cone over $G$ satisfies the CD($K, N$) curvature-dimension conditions at the vertex $p$, namely if

$$\Gamma_2^c(f)(p) \geq \frac{(\Delta^c f)^2(p)}{N} + K \Gamma_1^c(f)(p),$$

holds for any function $f$ defined on the cone and $\Delta^c$, $\Gamma_1^c$ and $\Gamma_2^c$ are the usual $\Delta$, $\Gamma_1$ and $\Gamma_2$ operators (see (2.4), (2.7) and (2.8)) except on the cone $C(G)$ over $G$. We note that the second term in (2.1) is understood to be zero when $N = \infty$.

Furthermore, we refer to the curvature at the cone point $K$ as the conical curvature of the finite graph $G$.

Definition 4.0.2 (Conical Ricci Curvatures). We define the conical Ricci curvature
by

$$ CRic_N(G) := \sup \{ K : G \text{ satisfies } CCD(K, N) \}, $$

where $CCD(K, N)$ is defined in 2.1 and

$$ CRic_\infty(G) := \sup \{ K : G \text{ satisfies } CCD(K, \infty) \}. $$

Lastly, we recall the definition for the energy of a graph.

**Definition 4.0.3.** The energy of a finite, simple, undirected, unweighted graph is given by:

$$ \|\nabla f\|^2 = \frac{1}{2} \sum_{v \in V} \sum_{u \sim v} (f(u) - f(v))^2 $$

$$ = \sum_{v \in V} \Gamma_1(f)(v). $$

If the cone $C(G)$, over a finite graph $G$, satisfies the $CD(K, N)$ inequality at the vertex, $p$, then by Lemmas 3.1.3 and 3.1.2, we get

$$ \Gamma_2(f)(p) \geq \frac{1}{N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{K}{2} \sum_{y \in V} f^2(y) $$

$$ = \frac{1}{N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{K}{2} \|f\|^2 $$

(4.1)

(4.2)

This leads to the following,

**Theorem 1.0.6.** If a finite graph, $G$, satisfies the $CCD(K, N)$ curvature-dimension condition, then for any function $f \in \ell^2(V)$ on $G$ one has

$$ \sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2 - N}{2N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{2K + |V| - 3}{4} \|f\|^2. $$

(4.3)

For functions $f \in \ell^2(V)$ with $\text{avg}(f) = 0$, this reduces to the following global
Poincaré inequality,

$$\|f\|_2 \leq \sqrt{\frac{4}{2K + |V| - 3}} \|\nabla f\|_2,$$

where $\|\nabla f\|_2$ is the energy of the graph $G$ that the cone is based on.

**Proof of Theorem 1.0.6.** Suppose a finite graph $G$ satisfies $CCD(K, N)$ condition. By Lemma 3.2.1,

$$\Gamma_2^s(f)(p) = \sum_{y \in V} \Gamma_1(f)(y) - \frac{|V| - 3}{4} \sum_{y \in V} f^2(y) + \frac{1}{2} \left( \sum_{y \in V} f(y) \right)^2,$$

(4.4)

Upon combining (4.4) and (4.2), we arrive at

$$\sum_{y \in V} \Gamma_1(f)(y) - \frac{|V| - 3}{4} \sum_{y \in V} f^2(y) + \frac{1}{2} \left( \sum_{y \in V} f(y) \right)^2 \geq \frac{1}{N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{K}{2} \sum_{y \in V} f^2(y),$$

which simplifies to

$$\sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2 - N}{2N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{2K + |V| - 3}{4} \|f\|_2^2.$$ 

For $f \in \ell^2(V)$ with $\text{avg}(f) = 0$, the above reduces to

$$\sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2K + |V| - 3}{4} \|f\|_2^2.$$ 

Thinking of $\Gamma_1(f)$ as a discrete analogue for $|\nabla f|^2$ and recalling 4.1 this yields the Poincaré inequality,

$$\|f\|_2 \leq \sqrt{\frac{4}{2K + |V| - 3}} \|\nabla f\|_2,$$

when $f \in \ell^2(V)$, and $\text{avg}(f) = 0$. 

\[\square\]
Corollary 4.0.4.

\[ \lambda_1 \geq \frac{2K + |V| - 3}{4} \]

Proof. By the inequalities in the previous proof one has that for all \( f \) such that \( \text{avg}(f) = 0 \),

\[ \lambda_1 = \inf \left\{ \frac{1}{2} \sum_{v \in V} \sum_{u \sim v} (f(u) - f(v))^2 \sum_{v \in V} f^2(v) : f \in \ell^2(V) \text{ and } \text{avg}(f) = 0 \right\}. \]

Thus, by the Rayleigh-Ritz quotient, the result follows.

This result allows one to bound \( \lambda_1 \) from below in terms of the curvature just at the cone point. So rather than calculating the largest \( K \) such that the \( CD(K, N) \) inequality holds at every vertex, the \( CD(K, N) \) inequality only needs to be checked at a single point. Several years ago, Yann Ollivier [25], asked whether there exists a family of expanding graphs with non-negative Ricci curvature. Since \( \lambda_1 \) is bounded from above by \( \frac{|V|}{|V|-1} [6] \) and the size of the vertex set for an expanding family must go to infinity, then the curvature at the cone point must be going to negative infinity, but it isn’t the curvature of the underlying graph that is going to negative infinity, it’s the curvature at the cone point. Note: expanders must have bounded degree.

Corollary 4.0.5.

\[ \sum_{y \in V} \Gamma_1(f)(y) \geq \frac{(4 - N)|V| + (2K^c - 3)N}{4N|V|} \left( \sum_{v \in V} f(v) \right)^2 \]
Proof. By Cauchy-Schwarz, \( \sum_{v \in V} f^2(v) \geq \frac{1}{|V|} \left( \sum_{v \in V} f(v) \right)^2 \). Thus,

\[
\sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2 - N}{2N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{2K + |V| - 3}{4} \sum_{y \in V} f^2(y)
\]

\[
\geq \frac{2 - N}{2N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{2K + |V| - 3}{4|V|} \left( \sum_{v \in V} f(v) \right)^2
\]

\[
= \frac{4|V| - 2|V||N + 2K^cN + |V| - 3N}{4N|V|} \left( \sum_{v \in V} f(v) \right)^2
\]

\[
= \frac{(4 - N)|V| + (2K^c - 3)N}{4N|V|} \left( \sum_{v \in V} f(v) \right)^2
\]

\[
\sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2 - N}{2N} \left( \sum_{y \in V} f(y) \right)^2 + \frac{2K + |V| - 3}{4|V|} \left( \sum_{v \in V} f(v) \right)^2.
\]

\[\square\]

**Theorem 1.0.7.** For any finite graph, \( G \), and a given \( N > 1 \), the conical curvature, \( K^c \), cannot exceed the following number:

\[
K^c_{\text{max}} = \frac{|V|}{2} + \frac{3}{2} - \frac{|V|}{N}.
\]

**Proof of Theorem 1.0.7.** Suppose a finite graph \( G \) satisfies the \( \text{CCD}(K,N) \) and \( f \) is a non-zero harmonic function, then one has \( \sum_{y \in V} \Gamma_1(f)(y) = 0 \). Thus,

\[
\frac{2K + |V| - 3}{4} \sum_{y \in V} f^2(y) \leq \frac{N - 2}{2N} \left( \sum_{y \in V} f(y) \right)^2.
\]

By the Cauchy-Schwarz inequality,

\[
\left( \sum_{y \in V} f(y) \right)^2 \leq |V| \cdot \sum_{y \in V} f^2(y),
\]

which implies

\[
\frac{2K + |V| - 3}{4} \sum_{y \in V} f^2(y) \leq \frac{N - 2}{2N} |V| \cdot \sum_{y \in V} f^2(y).
\]
Since, $f$ is not constant zero,

$$K \leq \frac{|V|}{2} - \frac{2|V|}{N} + \frac{3}{2}.$$

Having established relevant bounds for the curvature at the cone point over the vertex set of a graph, and the first non-trivial eigenvalue of $\Delta$, we now turn to an investigation of when the maximum curvature value is achieved.

**Lemma 4.0.6.** For any finite graph, $G$, the Ricci curvatures $\text{Ric}_\infty(G)$, $\text{Ric}_N(G)$, $\text{CRic}_\infty(G)$ and $\text{CRic}_N(G)$ are realized by some functions, i.e. there are functions that achieve the equality in the (corresponding) defining Bakry-Émery curvature-dimension inequalities.

**Proof.** We will prove the result for $\text{Ric}_N(G)$. The proofs for the other Ricci curvatures are basically the same. Since, $\text{Ric}_N(G)$ is the supremum of all possible lower curvature bounds, one can find a sequence, $f_i$ such that for all $v \in V$

$$\frac{1}{N}(\Delta f_i)^2(v) + \text{Ric}_N(G)\Gamma_1(f_i)(v) \leq \Gamma_2(f_i)(v),$$

and

$$\Gamma_2(f_i)(v) < \frac{1}{N}(\Delta f_i)^2(v) + (\text{Ric}_N(G) + \frac{1}{i})\Gamma_1(f_i)(v).$$

Recall that the inequalities above are invariant under rescaling of the $f_i$’s. Hence, without loss of generality, we may assume that $\text{Range}(f_i) \subset [-1, 1]$, for all $i$. Since $V(G)$ is finite, then there exists subsequence $f_j$ of the $f_i$’s that converges to a function $f$. Taking the limit of the inequalities above as $j \to \infty$ shows that $f$ achieves $\text{Ric}_N(G)$. \qed

**Theorem 1.0.8.** Suppose $G$ satisfies $\text{CCD}(K_{\text{max}}^c, N)$. Then $f : V \to \mathbb{R}$ realizes
$K_{c}^{\text{max}}$ if and only if $f$ is either constant or $f - \text{avg}(f)$ is an eigenfunction corresponding to $\lambda_1(G) = \frac{N-2}{4N}|V|$. Furthermore, when $G$ is a complete graph, $f$ must be harmonic.

**Proof.** Suppose $G$ satisfies $\text{CCD}(K_{c}^{\text{max}}, N)$, then for any $f$

$$
\sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2-N}{2N} (\sum_{y \in V} f(y))^2 + \frac{2K_{c}^{\text{max}} + |V| - 3}{4} \sum_{y \in V} f^2(y).
$$

Since $K_{c}^{\text{max}} = \frac{|V|}{2} + \frac{3}{2} - \frac{2|V|}{N} = \frac{N-|V|+3N-4|V|}{2N}$, this simplifies to

$$
\sum_{y \in V} \Gamma_1(f)(y) \geq \frac{2-N}{2N} (\sum_{y \in V} f(y))^2 + \frac{N \cdot |V| - 2|V|}{2N} \sum_{y \in V} f^2(y)
$$

$$
\geq \frac{2-N}{2N} (\sum_{y \in V} f(y))^2 + \frac{N - 2}{2N} \cdot |V| \sum_{y \in V} f^2(y)
$$

$$
\geq \frac{N - 2}{2N} \left[ |V| \sum_{y \in V} f^2(y) - (\sum_{y \in V} f(y))^2 \right].
$$

Take $\phi : V \to \mathbb{R}$ to be any variational function on the vertex set of $G$ and let $t \in \mathbb{R}$, then

$$
\sum_{y \in V} \Gamma_1(f + t\phi)(y) \geq \frac{N - 2}{2N} \left[ |V| \sum_{y \in V} (f + t\phi)^2(y) - (\sum_{y \in V} (f + t\phi)(y))^2 \right].
$$

Suppose now that $f$ achieves $K_{c}^{\text{max}}$, then for any $\phi$ the above inequality becomes an equality (i.e. $\frac{d}{dt}|_{t=0}$ of both sides must be equal for any variation $\phi$). Hence a straightforward calculation yields the linearized equation,

$$
\sum_{y \in V} \sum_{z \sim y} (f(z) - f(y))(\phi(z) - \phi(y)) = \frac{N - 2}{2N} \left[ |V| \sum_{y \in V} f(y)\phi(y) - \sum_{y \in V} f(y) \sum_{y \in V} \phi(y) \right].
$$

(4.5)

Now fix $r \in V$ and let $\phi(y) = \delta_r(y)$. Notice that $\sum_{z \sim y} (f(z) - f(y))(\delta_r(z) - \delta_r(y))$ is
zero except when \( y = r \) or \( y \sim r \). If \( y = r \) the result is \(- \sum_{z \sim r} (f(z) - f(r))\). When \( y \sim r \) there is exactly one non-zero term in the sum, \((f(r) - f(y))\) and summing over all \( y \sim r \) we get \( \sum_{y \sim r} (f(r) - f(y)) \). Thus

\[
\sum_{y \in V} \sum_{z \sim y} (f(z) - f(y)) (\delta_r(z) - \delta_r(y)) = -2\Delta f(r),
\]

and (4.5) reduces to

\[
-2\Delta f(r) = \frac{N - 2}{2N} \left| V \right|(f(r)) - \sum_{y \in V} f(y),
\]

which is equivalent to

\[
\Delta f(r) = \frac{N - 2}{4N} \tilde{\Delta} f(r),
\]

where \( \tilde{\Delta} \) denotes the Laplacian for the graph completion \( \tilde{G} \) of \( G \) to a complete graph on \( |V(G)| \) vertices. Thus, when \( G \) is a complete graph, \( f \) must be harmonic on \( G \). Since otherwise, this would imply that \( 3N = -2 \), which is impossible.

Now, suppose \( G \) is arbitrary. By equation (4.7)

\[
\Delta (f - \text{avg}(f))(r) = -\frac{N - 2}{4N} \left| V \right|(f - \text{avg}(f))(r).
\]

Now if \( f \) is not constant then by the Rayleigh quotient, (2.6), we see that \( \lambda_1(G) = \frac{N - 2}{4N} \left| V \right| \) and \( f - \text{avg}(f) \) is an eigenfunction for \( \lambda_1 \).

For the "if" direction suppose for some non-constant function, \( f \), that \( f - \text{avg}(f) \) is an eigenfunction for \( \lambda_1 = \frac{N - 2}{4N} \left| V \right| \). Tracing back the above computations one has (4.5) holds for \( \phi = \delta_y \)'s. Then since (4.5) is linear in \( \phi \), one can use \( f = \sum_{y \in V} f(y)\delta_y \) instead of \( \phi \) which will translate to \( f \) realizing \( K_{\text{max}} \).
Chapter 5

Generalized Harmonic Functions
on Finite Graphs

We begin this chapter with a motivating lemma. This lemma came as an outgrowth of the curvature maximizer result above (see 1.0.8).

Remark 5.0.1. The spectrum of the adjacency matrix for a finite, $k$-regular graph $G$ is contained inside the interval $[-k, k]$. After diagonalizing the adjacency matrix and subtracting it from the diagonal degree matrix $k \cdot I$ one finds that the eigenvalues from the unnormalized graph Laplacian on a $k$-regular graph lie in the interval $[0, 2k]$.\[10]\]

Lemma 5.0.2. Let $G$ be a $k$-regular graph and $f$ an eigenfunction of the unnormalized graph Laplacian corresponding to the first non-trivial eigenvalue $\lambda_1$ such that $\text{avg}(f) = 0$. If $0 < \lambda_1 < 2k$, then $f$ is generalized harmonic of both types I and II.

Proof. By our hypothesis, $\Delta f = -\lambda_1 f$, hence for any $v \in V$,

$$\sum_{u \sim v} f(u) - \text{deg}(v)f(v) = -\lambda_1 f(v),$$

and so,

$$(k - \lambda_1)f(v) = \sum_{u \sim v} f(u) = k g_1[f](v).$$
Therefore, since $g_1[f]$ is a multiple of $f$, $g_1[f]$ is again an eigenfunction corresponding to $\lambda_1$ and the same argument can be applied, yielding

$$(k - \lambda_1)^2 f(v) = k(k - \lambda_1)g_1[f](v) = k^2 g_2[f](v),$$

where $g_2[f] = g_1[g_1[f]]$. Iterating this construction, we will get

$$(k - \lambda_1)^n f(v) = k^n g_n[f](v),$$

or

$$g_n[f](v) = \left(\frac{k - \lambda_1}{k}\right)^n f(v).$$

Since we assumed $0 < \lambda_1 < 2k$ then $\left|\frac{k - \lambda_1}{k}\right| < 1$. Taking the limit as $n \to \infty$ the result follows.

To prove that $f$ is generalized harmonic of type II we notice that

$$(k + 1 - \lambda_1) f(v) = (k + 1)h_1(v).$$

A similar iteration argument as above will lead to

$$h_n(v) = \left(\frac{k + 1 + \lambda_1}{k + 1}\right)^n f(v),$$

and again this is converging to 0 (which is $\text{avg}(f)$ after normalization).

\[\square\]

**Remark 5.0.3.** The condition that $0 < \lambda_1 < 2k$ holds whenever $G$ is connected and not bipartite (see Proposition 0.5 in [10]).
5.1 Unit Spherical Averaging Operator

This leads one to consider functions with the property that \( \lim_{n \to \infty} g_n[f](v) = \text{avg}(f) \). Hence, the preceding definitions 1.0.3 and 1.0.4.

Recall from the introduction, that for \( G = (V, E) \) a simple, finite, connected, unweighted, loop-edge free graph and \( f : V \to \mathbb{R} \), the unit spherical averaging operator is \( g : \mathbb{R}^{|V|} \to \mathbb{R}^{|V|} \), such that:

\[
g[f](v) = \frac{1}{\text{deg}(v)} \sum_{u \sim v} f(u)
\]

for all \( v \in V \). Furthermore, define \( g_i[f](v) := g[g_{i-1}[f]](v) \), \( g_0[f](v) = f(v) \) and \( g_1[f](v) = g[f](v) \). Then \( \{g_i[f](v)\}_{0 \leq i < \infty} \) is the orbit of \( v \in V \) via the transformation \( T^i := g_i[f] \). We say \( f \) is generalized harmonic of type I if and only if,

\[
\lim_{i \to \infty} g_i[f](v) = \text{avg}(f)
\]

for all \( v \in V \). Note that, by definition, \( g_1[f] \) is there normalized adjacency matrix for the graph \( G \). Thus, \( g_1[f](x) = (\bar{\Delta} + I)f(v) \) and therefore \( g_i[f](x) = (I + \bar{\Delta})^i f(x) \).

Let \( \mathcal{G} \) be the set of functions, \( f \), such that \( \lim_{n \to \infty} g_n[f](v) = \text{avg}(f) \) i.e. the set of generalized harmonic functions of type I on a graph \( G \). By the maximum principle for harmonic functions on graphs, any harmonic function on a finite graph must be constant on connected components. Furthermore, it is clear that constant functions satisfy the limit definition given above (in fact, for a constant function \( f \), \( g_n[f] \) is constant for all \( n \)) and therefore they are also generalized harmonic. Hence, \( \mathcal{G} \) is non-empty. Thus, we conclude:

**Lemma 5.1.1.** The set \( \mathcal{G} \) of generalized harmonic functions of type I on a finite graph is non-empty and contains the set of harmonic (constant) functions.

Furthermore,
**Theorem 1.0.12.** The set of generalized harmonic functions of type I on a finite graph forms a subspace of $\ell^2(V, \deg)$ that contains harmonic functions.

**Proof.** Let $f$ and $h$ be generalized harmonic functions and $\alpha, \beta \in \mathbb{R}$, and consider $\alpha f + \beta h$.

$$\lim_{n \to \infty} g_n[\alpha f + \beta h](v) = \lim_{n \to \infty} \frac{1}{\deg(v)} \sum_{u \sim v} g_{n-1}[\alpha f + \beta h](u)$$

When $n = 1$,

$$g_1[\alpha f + \beta h](v) = \frac{\alpha}{\deg(v)} \sum_{u \sim v} f(u) + \frac{\beta}{\deg(v)} \sum_{u \sim v} h(u) = \alpha g_1[f](v) + \beta g_1[h](v)$$

Suppose that for $n < m$, $g_n[\alpha f + \beta h](v) = \alpha g_n[f](v) + \beta g_n[h](v)$. Then if $n = m$,

$$g_m[\alpha f + \beta h](v) = \frac{1}{\deg(v)} \sum_{u \sim v} g_{m-1}[\alpha f + \beta h](v) = \frac{1}{\deg(v)} \sum_{u \sim v} (\alpha g_{m-1}[f](v) + \beta g_{m-1}[h](v))$$

$$= \alpha g_m[f](v) + \beta g_m[h](v).$$

Thus the space of generalized harmonic functions of type I is a subspace of $\ell^2(V, \deg)$, that contains the harmonic functions. \qed

**Remark 5.1.2.** From a dynamical point of view, the unit spherical averaging operator defined above is a Markov operator on $G$, and the requirement that its iterations stabilize means that $\text{avg}(f)$ is a fixed point for $g_n[f]$ on $G$.

Since, $g_n[f](x) = (I + \tilde{\Delta})^n f(x)$. The spectrum of $\tilde{\Delta}$ is a multiset of eigenvalues $0 \leq \lambda_j \leq 2$ with $0 \leq j \leq |V| - 1$ (for convenience let $|V| = m$), such that for some eigenfunction, $f_j : V \to \mathbb{R}$, $\tilde{\Delta} f_j = -\lambda_j \cdot f_j$. Standard analysis on graphs yields that $\lambda_0 = 0, \lambda_0 < \lambda_1$ if and only if $G$ is connected, and $\lambda_{m-1} = 2$ if and only if
G is bipartite (see [6]). Furthermore, these eigenfunctions $f_j$ are orthogonal to one another with respect to the inner product,

$$\langle f, g \rangle = \sum_{v \in V} \deg(v) f(v) g(v),$$

and therefore given any $f : V \rightarrow \mathbb{R}$ one may write $f$ as a sum of weighted projections onto eigenfunctions, $\{f_j\}_{0 \leq j \leq m-1}$, associated to $\bar{\Delta}$'s eigenvalues. i.e.

$$f = c_0 f_0 + c_1 f_1 + \ldots + c_{m-1} f_{m-1},$$

where $c_j = \frac{\langle f, f_j \rangle}{\langle f_j, f_j \rangle}$ and,

$$\bar{\Delta} f = -c_1 \lambda_1 f_1 - c_2 \lambda_2 f_2 - \ldots - c_{m-1} \lambda_{m-1} f_{m-1}$$

Thus,

$$g_n[f] = c_0 f_0 + c_1 (1 - \lambda_1)^n f_1 + \ldots + c_{m-1} (1 - \lambda_{m-1})^n f_{m-1}.$$

Recall that, if $G$ is a connected, non-bipartite graph, then $0 < \lambda_j < 2$, for $0 < j < m$. This implies that $|1 - \lambda_j| < 1$ and $\lim_{n \rightarrow \infty} |1 - \lambda_j|^n = 0$. So, the condition that $\lim_{n \rightarrow \infty} g_n[f](x) = \text{avg}(f)$ for all $x \in V$ is equivalent to $c_0 f_0 = \text{avg}(f)$. Since, $\lambda_0$ is the eigenvalue associated to the constant functions and we’ve taken $\langle f, g \rangle = \sum_{v \in V} \deg(v) f(v) g(v)$, then without loss of generality, take $f_0(v) = 1$, $\forall v \in V$ and thus,

$$c_0 f_0 = \frac{\sum_{v \in V} \deg(v) f(v)}{\sum_{v \in V} \deg(v)}.$$

**Definition 5.1.3.** Let the weighted average of a function, $f$, on a graph with respect to the measure $\mu$ be denote $w.\text{avg}_\mu(f) := \frac{\sum_{v \in V} \mu(v) f(v)}{\sum_{v \in V} \mu(v)}$.

Therefore, taking $\mu(v) = \deg(v)$ we see that:

**Theorem 1.0.13.** A function on a non-bipartite graph is generalized harmonic of
type I if and only if its weighted average is equal to its average, i.e. if and only if:

$$\frac{\sum_{v \in V} \text{deg}(v)f(v)}{\sum_{v \in V} \text{deg}(v)} = \frac{1}{|V|} \sum_{v \in V} f(v).$$

This immediately implies:

**Corollary 5.1.4.** Every function on a finite \(k\)-regular graph is generalized harmonic of type I.

In particular, every function on a complete graph is generalized harmonic of type I.

**Remark 5.1.5.** So, if there exists a function on your graph \(G\) such that \(\text{w.avg}_{\text{deg}(f)} \neq \text{avg}(f)\), then \(G\) can’t be regular for any \(k\).

**Remark 5.1.6.** Furthermore, there isn’t a maximum principle for generalized harmonic functions of type I on finite graphs (like there is for harmonic functions on a graph). Since a delta function, \(\delta_v(x) = \begin{cases} 1, & \text{when } x = v \\ 0, & \text{otherwise} \end{cases}\), would be generalized harmonic on any \(k\)-regular graph.

If \(G\) is connected and bipartite then \(\lambda_{m-1} = 2\). Since,

$$g_i[f] = c_0f_0 + c_1(1 - \lambda_1)^if_1 + \ldots + c_{m-1}(1 - \lambda_{m-1})^if_{m-1}$$

and in the limit everything except for the terms \(c_0f_0\) and \(c_{m-1}(-1)^if_{m-1}\) collapse to zero, there is no unique value for \(\lim_{i \to \infty} g_i[f]\) for any \(f\) with a non-zero \(c_{m-1}\) coefficient. Thus, the limit in the definition for generalized harmonic functions of type I does not exist for bipartite graphs. However, one should note that the Cesáro mean of the \(g_i[f]\)’s for a connected bipartite graph \(G\) will converge. For convenience, let \(g_i^+\) represent the component in the Fourier decomposition of \(g_i[f](x)\) that
is orthogonal to the $\lambda_{n-1}$ eigenspace. Then,

$$\lim_{i \to \infty} g_i^{-1}[f](x) = c_0.$$ 

Since Cesáro means preserve limits, $\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} g_i^{-1}[f](x) = c_0 f_0$ and since

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} (-1)^i = 0,$$

then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} g_i[f](x) = c_0 f_0.$$ 

So, if $f$ is generalized harmonic of type I then the Cesáro mean of $\{g_i[f]\}_{i \geq 0}$ converges to w.avg$(f)$, for all $x \in V$. Since

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} (1 - \lambda_{n-1})^i = 0,$$

then if the Cesáro mean of $\{g_i[f]\}_{i \geq 0}$ converges to w.avg$(f)$, for all $x \in V$, $f$ is generalized harmonic of type I. Thus, $f$ is generalized harmonic of type I if and only if the Cesáro mean of $\{g_i[f]\}_{i \geq 0}$ converges to w.avg$(f)$.

### 5.2 Unit Ball Averaging Operator

We now turn our attention to the unit ball averaging operator, given by $h : \mathbb{R}^{|V|} \to \mathbb{R}^{|V|}$, such that:

$$h[f](v) = \frac{1}{\text{deg}_G(v) + 1} \left( f(v) + \sum_{u \sim v} f(u) \right)$$

for all $v \in V$. Furthermore, define $h_i[f](v) := h[h_{i-1}[f]](v)$, $h_0[f](v) = f(v)$, and $h_1[f](v) = h[f](v)$. We say $f$ is generalized harmonic of type II if and only if,

$$\lim_{i \to \infty} h_i[f](v) = \text{avg}(f)$$
for all $v \in V$ Notice that from the definition though that:

$$h_i[f](v) = \frac{1}{\deg(v) + 1} \left[ f(v) + \sum_{u \sim v} f(u) \right]$$

$$= \frac{1}{\deg(v) + 1} \left[ f(v) + \sum_{u \sim v} f(u) - \deg(v)f(v) + \deg(v)f(v) \right]$$

$$= \frac{1}{\deg(v) + 1} \left[ (\deg(v) + 1)f(v) + \deg(v)\bar{\Delta}f(v) \right]$$

$$= (I + \frac{\deg(v)}{\deg(v) + 1}\bar{\Delta})f(v).$$

If we consider the graph Cartesian (sometimes called box) product of $G$ with the complete graph on two vertices. The result is a connected graph $H$ made up of two copies of $G$, call them $G_0$ and $G_1$ in which each vertex in $G_0$, $(v,0)$, is connected to its copy in $G_1$, $(v,1)$, via an edge. This is a sort of double cover of $G$ and each $x \in H$ has degree one greater than it did in $G$, i.e. $\deg_H(x) = \deg_G(x) + 1$. Take $F : V(H) \to \mathbb{R}$ such that $F(x,0) = F(x,1) = f(x)$ for all $x \in G$, then the unit spherical average flow on $H$ is exactly the unit ball average flow on $G$ and the results from the previous section yield:

**Theorem 1.0.14.** Given a complete, undirected, non-bipartite, finite graph, $G = (V,E)$ and $f : V(G) \to \mathbb{R}$, $\lim_{i \to \infty} h_i[f](x) = \text{avg}(f)$ if and only if for $H = G \Box K_2$, with $V(H) = \{(v,t) \in V(G) \times \{0,1\} \text{ and } F : V(H) \to \mathbb{R} \text{ such that } F(v,t) = f(v), \lim_{i \to \infty} g_i[F](x) = \text{avg}(F).$

**Proof.** This follows from a direct computation for the unit spherical averaging flow on $H = G \Box K_2$. Let $(v,t) \in V(H)$ for some $t \in \{0,1\}$ and $F : V(H) \to \mathbb{R}$ such that $F(v,t) = f(v)$, then without loss of generality we can take $t = 0$ and then split the
sum into a sum across the edges in $G$ and the edges in $K_2$, i.e.

$$g_1[F](v, t) = \frac{1}{\deg_G(x) + 1} \left[ \sum_{(u,0) \sim (v,0)} F(u, 0) + \sum_{(v,1) \sim (v,0)} F(v, 1) \right]$$

$$= \frac{1}{\deg_G(x) + 1} \left[ \sum_{u \sim v} f(u) + f(v) \right]$$

$$= h_1[f](v).$$

Corollary 5.2.1. Since $\lim_{i \to \infty} g_i[F](x) = \text{avg}(F)$ if and only if $\text{avg}(F) = \text{w. avg}(F)$, then $f : V(G) \to \mathbb{R}$ is generalized harmonic of type II, if and only if

$$\frac{1}{|V(G)|} \sum_{v \in V(G)} f(v) = \frac{\sum_{v \in V(G)} \deg_G v f(v) + \sum_{v \in V(G)} f(v)}{\sum_{v \in V(G)} \deg_G v + \sum_{v \in V(G)} 1}.$$ 

Proof.

$$\text{avg}(F) = \text{w. avg}(F)$$

$$\frac{\sum_{(v,t) \in V(H)} F(v, t)}{|V(H)|} = \frac{\sum_{(v,t) \in V(H)} \deg_H(v, t) F(v, t)}{\sum_{(v,t) \in V(H)} \deg_H(v, t)}$$

$$\frac{\sum_{v \in V(G)} f(v)}{|V(G)|} = \frac{\sum_{v \in V(G)} \deg(v) f(v) + \sum_{v \in V(G)} f(v)}{\sum_{v \in V(G)} \deg(v) + \sum_{v \in V(G)} 1}.$$
5.3 Explicit Examples

Let $G = K_n$, the complete graph on $n$-vertices. Take

$$f(y) = \delta_x(y) = \begin{cases} 
1, & \text{if } x = y \\
0, & \text{else} 
\end{cases}.$$

Fix $x \in K_n$ and let $y_1, y_2 \sim x$ in $K_n$. Then,

$$g_1[\delta_x](y_1) = \frac{1}{\deg(y_1)} \sum_{z \sim y_1} \delta_x(z) = \frac{1}{n-1}$$

and,

$$g_1[\delta_x](y_2) = \frac{1}{\deg(y_1)} \sum_{z \sim y_1} \delta_x(z) = \frac{1}{n-1}.$$

Suppose that for all $0 \leq i < m$, $g_i[\delta_x](y_1) = g_i[\delta_x](y_2)$. Since, $g_{m-1}[\delta_x](y_1) = g_{m-1}[\delta_x](y_2)$ then

$$g_m[\delta_x](y_1) = \frac{1}{n-1} \sum_{z \sim y_1} g_{m-1}[\delta_x](z) = \frac{1}{n-1} \left( \sum_{z \sim y_1 \setminus y_2} g_{m-1}[\delta_x](z) + g_{m-1}[\delta_x](y_2) \right) = \frac{1}{n-1} \left( \sum_{z \sim y_1 \setminus y_2} g_{m-1}[\delta_x](z) + g_{m-1}[\delta_x](y_1) \right) = g_m[\delta_x](y_2).$$

Thus, for all $y_1, y_2 \sim x$, $g_i[\delta_x](y_1) = g_i[\delta_x](y_2)$. Furthermore, since $g_{i-1}[\delta_x](y_1) =$
$g_{i-1}[\delta_x](y_2)$ for all $y_1, y_2 \sim x \in K_n$,

$$g_i[\delta_x](x) = \frac{1}{n-1} \sum_{y \sim x} g_{i-1}[\delta_x](y)$$

$$= \frac{1}{n-1}((n-1)g_{i-1}[\delta_x](y_1))$$

$$= g_{i-1}[\delta_x](y_1).$$

Since $g_i[\delta_x](x) = g_{i-1}[\delta_x](y)$, then for $i > 1$

$$g_i[\delta_x](y) = \frac{1}{n-1} \sum_{z \sim y} g_{i-1}[\delta_x](z)$$

$$= \frac{1}{n-1}((n-2)g_{i-1}[\delta_x](y) + g_{i-1}[\delta_x](x))$$

$$= \frac{1}{n-1}((n-2)g_{i-1}[\delta_x](y) + g_{i-2}[\delta_x](y)).$$

Let $\partial g_i[f](x)$ denote $g_i[f](x) - g_{i-1}[f](x)$. Since

$$g_i[\delta_x](y) = \frac{1}{n-1}((n-2)g_{i-1}[\delta_x](y) + g_{i-2}[\delta_x](y)),$$

then,

$$\partial g_i[\delta_x](y) = g_i[\delta_x](y) - g_{i-1}[\delta_x](y) = \frac{1}{n-1}((n-2)\partial g_{i-1}[f](x) + \partial g_{i-2}[f](x)).$$
\[ \begin{align*}
\partial g_0[\delta_x](y) &= 0 \\
\partial g_1[\delta_x](y) &= \frac{1}{n-1} \\
\partial g_2[\delta_x](y) &= \frac{(n-2)}{(n-1)^2} - \frac{1}{n-1} \\
&= \frac{-1}{(n-1)^2} \\
\partial g_3[\delta_x](y) &= \frac{(n-2)^2 + (n-1)}{(n-1)^3} - \frac{(n-2)}{(n-1)^2} \\
&= \frac{1}{(n-1)^3}.
\end{align*} \]

Assuming that for \( 0 < i < m \), \( \partial g_i[\delta_x](y) = \frac{(-1)^{i-1}}{(n-1)^i} \), then the above relation implies that

\[ \partial g_m[\delta_x](y) = \frac{1}{n-1} \left( (n-2) \partial g_{m-1}[f](x) + \partial g_{m-2}[f](x) \right) \]

\[ = \frac{1}{n-1} \left( (n-2) \frac{(-1)^{m-1}}{(n-1)^m} + \frac{(-1)^{m-2}}{(n-1)^{m-1}} \right) \]

\[ = \frac{(-1)^{m-1}}{(n-1)^m} \frac{(n-1) - (n-2)}{(n-1)^m} \]

\[ = \frac{(-1)^{m-1}}{(n-1)^m}. \]

Combining all of these smaller results, we get the following theorem:

**Theorem 5.3.1.** Let \( G = K_n \) be the complete graph on \( n \)-vertices. Fix an \( x \in K_n \), then the limit,

\[ \lim_{i \to \infty} g_i[\delta_x](z) = \frac{1}{n} \]

for all \( z \in K_n \) (i.e. \( \delta_x \) is generalized harmonic on \( K_n \)).

**Proof.** Since \( \partial g_i[\delta_x](y) = \frac{(-1)^{i-1}}{(n-1)^i} \) for \( i > 0 \), then
\[ \lim_{i \to \infty} g_i[\delta_x](y) = \lim_{i \to \infty} \sum_{j=1}^{i} (g_j[\delta_x](y) - g_{j-1}[\delta_x](y)) + g_0[\delta_x](y) \]
\[ = \sum_{j=1}^{\infty} \partial g_j[\delta_x](y) \]
\[ = \frac{1}{n-1} \sum_{j=0}^{\infty} \left( -\frac{1}{n-1} \right)^j \]
\[ = \frac{1}{n-1} \left( \frac{1}{1 - \left( -\frac{1}{n-1} \right)} \right) \]
\[ = \frac{1}{n}. \]

\[ \square \]

**Corollary 5.3.2.** Given any \( f : V \to \mathbb{R} \) for \( G = K_n \), \( f \) is generalized harmonic of type I.

**Proof.** Since \( g_i[f](y) \) is a linear operator and \( f(y) = \sum_{x \in V} c_x \delta_x(y) \), where \( c_x = f(x) \). The result follows.

\[ \square \]

Perturb the complete graph on \( n \)-vertices \((n \geq 4)\) by removing a random edge from it. The resulting graph looks like a suspension of a complete graph on \((n - 2)\)-vertices. We will denote this graph by \( SK_{n-2} \). In this graph there are two vertices, \( x_1 \) and \( x_2 \), that have degree \( n - 2 \) and \( n - 2 \) vertices with degree \( n - 1 \). This graph is symmetric with respect to \( x_1 \) and \( x_2 \), so let \( x \in \{x_1, x_2\} \) and again let's look at the flow of \( g_i[\delta_x](x) \).

Let \( y_1, y_2 \sim x \in SK_{n-2} \) again and notice that

\[ g_i[\delta_x](y_1) = g_i[\delta_x](y_2) \text{ for } i = 0 \text{ and } i = 1. \]
When $i > 1$, $g_i[\delta_x](y_1)$ differs from $g_{i-1}[\delta_x](y_1) - g_{i-2}[\delta_x](y_2)$. So by induction $g_i[\delta_x](y_1) = g_i[\delta_x](y_2)$.

This then implies that for $i > 0$, $g_i[\delta_x](x_1) = g_{i-1}[\delta_x](y) = g_i[\delta_x](x_2)$.

Substituting these statements back into the definition for $g_i[\delta_x](y)$, one finds

$$g_i[\delta_x](y) = \frac{1}{\deg(y)} ((n - 3)g_{i-1}[\delta_x](y) + 2g_{i-2}[\delta_x](y)).$$

Consider now, $\partial g_i[\delta_x](y) = g_i[\delta_x](y) - g_{i-1}[\delta_x](y)$, for $i > 0$. Then we have the following,

$$\partial g_1[\delta_x](y) = \frac{1}{n - 1},$$
$$\partial g_2[\delta_x](y) = \frac{-2}{(n - 1)^2}.$$

Suppose then that $\partial g_i[\delta_x](y) = \frac{(-2)^{i-1}}{(n - 1)^i}$, whenever $0 < i < m$, for some $m \in \mathbb{N}$.

Notice that
\[ g_m[\delta_x](y) - g_{m-1}[\delta_x](y) = \frac{1}{\text{deg}(y)} \left( (n - 3) \partial g_{m-1}[\delta_x](y) + 2 \partial g_{m-2}[\delta_x](y) \right) \]
\[ = \frac{1}{n - 1} \left( (n - 3) \left( -2 \right)^{m-2} (n - 1)^{m-1} + 2 \left( -2 \right)^{m-3} (n - 1)^{m-2} \right) \]
\[ = \left( -2 \right)^{m-3} (n - 1)^m \left( -2(n - 3) + 2(n - 1) \right) \]
\[ = \left( -2 \right)^{m-3} (n - 1)^m (4) \]
\[ = \left( -2 \right)^{m-3} (n - 1)^m (-2)^2 \]
\[ = \left( -2 \right)^{m-1} (n - 1)^m. \]

Therefore, by induction \( \partial g_i[\delta_x](y) = \frac{(-2)^{i-1}}{(n-1)^i} \), for all \( i > 0 \).

Following up on this we get that

\[
\lim_{i \to \infty} g_i[\delta_x](y) = g_0[\delta_x](y) + \sum_{i=1}^{\infty} \partial g_i[\delta_x](y)
\]
\[ = 0 + \sum_{i=1}^{\infty} \frac{(-2)^{i-1}}{(n-1)^i}
\]
\[ = \frac{1}{(n-1)} \sum_{j=0}^{\infty} \frac{(-2)^j}{(n-1)^j}
\]
\[ = \frac{1}{(n-1)} \frac{1}{1 - \frac{-2}{n-1}}
\]
\[ = \frac{1}{n+1} < \frac{1}{n}. \]

So, the functions \( \delta_x \) are not generalized harmonic on \( SK_{n-2} \).

Recall the analysis of \( \delta_x \) functions on complete graphs under the unit spherical
average flow. In particular recall that,

$$\partial g_i[\delta_x](y) = \frac{(-1)^{i-1}}{(n-1)^i},$$

for all \(i > 0\).

**Theorem 5.3.3.** For any \(y \sim x \in K_n\),

$$g_i[\delta_x](y) = \begin{cases} 
\frac{1}{(n-1)^i} \sum_{j=0}^{i-1} \binom{j}{j+1} (n-1)^j (n-2)^{2j+1}; & i \equiv 0 \pmod{2} \\
\frac{1}{(n-1)^i} \sum_{j=0}^{i-1} \binom{i-1}{2j} (n-1)^{i-1-j} (n-2)^{j+1}; & i \equiv 1 \pmod{2}
\end{cases}$$

for all \(i > 0\).

**Proof.** The proof is by brute force induction. First, let \(i = 1\) so then \(g_1[\delta_x](y) = \frac{1}{(n-1)^1}\) and \(\frac{1}{(n-1)^1} \sum_{j=0}^{0} \binom{j}{2j} (n-1)^{-j} (n-2)^{2j} = \frac{1}{(n-1)^1} \binom{0}{0} = \frac{1}{(n-1)^1}\). Also, we must check when \(i = 2\). From before we know that \(g_2[\delta_x](y) = \frac{(n-2)}{(n-1)^2}\) and \(\frac{1}{(n-1)^2} \sum_{j=0}^{0} \binom{1+j}{2j+1} (n-1)^{-j} (n-2)^{2j+1} = \frac{1}{(n-1)^2} \binom{1}{1} (n-2)\). Suppose that this relationship holds all \(i < m\).
If \( m \equiv 0 \pmod{2} \), then \( m - 1 \) is odd and

\[
g_m[\delta_x](y) = \frac{1}{n-1}((n-2)g_{m-1}[\delta_x](y) + g_{m-2}[\delta_x](y))
\]

\[
= \frac{(n-2)}{(n-1)^m} \sum_{j=0}^{m-2} \binom{m-2}{2j} \left( n - 1 \right)^{\frac{m-2}{2} - j} (n-2)^{2j} 
\]

\[
+ \frac{1}{(n-1)^{m-1}} \sum_{j=0}^{m-2-1} \binom{m-2}{2j+1} \left( n - 1 \right)^{\frac{m-2}{2} - 1 - j} (n-2)^{2j+1} 
\]

\[
= \frac{1}{(n-1)^m} \left[ (n-2)^{m-1} + \sum_{j=0}^{m-2-1} \binom{m-2}{2j+1} \left( n - 1 \right)^{\frac{m-2}{2} - j} (n-2)^{2j+1} \right] .
\]

Note here that direct calculation gives us:

\[
\binom{m-2}{2j} + \binom{m-2}{2j+1} = \binom{m}{2j+1},
\]

since,

\[
\binom{m-2}{2j} + \binom{m-2}{2j+1} = \frac{(m-2)!}{(2j)!(m-2)-2j)!} + \frac{(m-2)!}{(2j+1)!(m-2)-2j+1)!} 
\]

\[
= \binom{m-2}{2j+1} + \binom{m-2}{2j+1} \frac{(m-2)!}{(2j+1)!} \frac{(m-2)!}{(2j+1)!} 
\]

\[
= \binom{m}{2j+1} .
\]

Thus,

\[
g_m[\delta_x](y) = \frac{1}{(n-1)^m} (n-2)^{m-1} + \sum_{j=0}^{m-2-1} \binom{m}{2j+1} \left( n - 1 \right)^{\frac{m-2}{2} - j} (n-2)^{2j+1} .
\]
Further note that when \( j = \frac{m-2}{2} \) in the sum above, the \( \frac{m-2}{2} \)-th term is:

\[
\binom{m-1}{m-1} (n-1)^0 (n-2)^{m-1} = (n-2)^{m-1}.
\]

And so we have at last,

\[
g_m[\delta_x](y) = \frac{1}{(n-1)^m} \sum_{j=0}^{\frac{m}{2}-1} \binom{m}{2j+1} (n-1)^{\frac{m}{2}-1-j} (n-2)^{2j+1}.
\]

The proof for when \( i \equiv 1 \pmod{2} \) is basically the same and will be omitted. \( \square \)
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