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Abstract

## TOTALLY EMPIRICAL WAVEFUNCTIONS FROM X-RAY DIFFRACTION <br> by <br> Martin Jeffry Goldberg

Advisor: Professor Louis J. Massa

The interpretation of coherent x-ray diffraction experiments by a quantum model is described. Adjusting the coefficients of an LCAO expansion to best fit measured Bragg intensities results in a totally empirical quantum wavefunction. The quantum model is compared to a multipole expansion. The constraints imposed by quantum mechanics are examined, and several methods of satisfying these constraints while best fitting a wavefunction to measured Bragg intensities are detailed. Application is made to beryllium metal, with a resultant fit $\mathrm{R}_{1}=00249$. Similar applications to graphite and diamond are outlined. The formalism is extended to explicitly include solid-state effects, and this extension is applied to a model problem of an infinite line of hydrogen atoms. Neglect of solid-state effects can lead to errors of as much as $1 \%$ per electron. A more realistic treatment of crystal vibrations using a TLS model for external motions and $3 \mathrm{~N}-6$ spectroscopic-like local modes for internal motions is suggested. Related numerical algorithms are displayed. Directions for future work are suggested.
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Chapter I. Introduction

When a beam of $x$-rays shines on a crystal, some of the $x$-rays bounce off in various directions and form a pattern of spots of varying brightness called a "diffraction pattern." The positions of the spots, and their intensities, are related to the electron distribution in the crystals. This thesis will detail a method for interpreting the x-ray diffraction patterns which is more valid than the theoretically unsound method currently used.

Since most of the information published in the literature of chemistry, physics, geology, and biology about bond lengths and angles of nearly all elements and compounds comes from x-ray diffraction patterns, it is crucial to interpret the data as accurately as possible. Simple interpretation methods have an error of about five percent, yet experimental errors in the most recent data have been far less than one half of one percent. Thus the highly accurate data now available deserves a highly accurate interpretation.

Quantum mechanics is a set of rules which explain most accurately the behavior of matter on the scale of electrons, which is the size that crystallography is concerned with. Interpretation of recent crystallographic data must use quantum mechanics to be as accurate as the data itself.

Quantum mechanics puts restrictions on the number of electrons that can travel in the same path. One electron completely fills a particular "spinorbital" path. Negative numbers of electrons are physically meaningless for a real object. Spinorbitals are like parking spaces. One car fills the space completely; fewer than zero cars is meaningless. The "single-determinant" approximation, which will be used for this thesis, neglects the possibility of "double-parking."

The paths will have either zero or one electron in them. This is done by a mathematical property called "idempotency." Idempotency is based on the fact that the only numbers equal to themselves squared are zero and one. If the matrix representing the spinorbitals equals itself squared, the matrix is called idempotent; spinorbitals so represented will be either empty ( 0 electrons) or full(l electron).

Since the Bragg experiment measures the electron distribution within a crystal (1), the interpretation of this experiment should be consistent with crystal symmetry and with the behavior of electrons. Crystals are periodic, and this periodicity should be accounted for. Electrons obey the laws of quantum mechanics, and should not be treating as electrostatic charge clouds. Dame Kathleen Lonsảale described the ultimate goal of a crystallographer nearly a quarter century ago (2). She said,
"A proper determination would include exact mean positions of all atoms, including hydrogen; a study of the electron distribution of the atoms in a state of rest; a knowledge of the zero-point motions and of the thermal vibrations of all atoms, analyzed with respect
to translations and oscillations of the molecules as a whole and of the atoms relatively to each other within the molecule; the distribution of these with respect to amplitude and frequency, at various temperatures; a study of imperfections, unavoidable or deliberately introduced; and of surface modification of structure."

The reason for doing basic chemical research is to leam about the behavior of matter - about chemistry. The proper positioning of atoms gives an excellent fit to x-ray data, and the bonding pattems can be inferred from the bond lengths, to some degree of approximation. However, the chemistry - the redistribution of electrons due to atoms bonding to each other - is obtainable directly from the data. Even though it is a small effect, this slight redistribution of electron density is all that prevents the crystal from flying apart into a mixture of monatomic gases. Thus, it is of interest to collect crystal data of high enough quality to see the chemistry, and to interpret the data in a way that makes chemical sense. There are now over a dozen systems with "chemistry quality" data ( $R_{\text {internal }}<18$ or so), and synchrotron sources, such as the recently-completed National Synchrotron Light Source at Brookhaven National Laboratory, make collection of this sort of data in the future a certainty.

A more sophisticated method of analyzing these data is called for, since the limiting factor of the experiment is no longer poor data resolution. The electrons of the crystal must be described quantum mechanically, since electrons are archetype quantum objects. Our formalism accomplishes this by using an idempotent N-electron
single-determinant reduced density matrix to describe the nuclei in an orbital basis (LCAO), called the P matrix(3). This is corrected to account for the non-orthogonality of the basis orbitals, and the overlap of orbitals from adjacent unit cells of the crystal, by the overlap matrix $S$. This description is related to the diffraction experiment by an orbital product scattering factor matrix $f(K)$. The $S$ matrix, if it includes overlaps between all unit cells, leads to a P matrix which refers to Wannier orbitals. This quantum-mechanical wavefunction description of $x$-ray diffraction is of an identical form to $a b$ initio and semiempirical wavefunctions. However the method of arriving at this wavefunction is quite different. Unlike ab initio non-empirical wavefunctions there are no energy evaluations and no Hamiltonian operator. In addition, unlike semiempirical wavefunctions, the basis functions are explicitly defined, and no integrals are approximated or parametrized. The only variational parameter that this wavefunction minimizes is the quality of fit to the data. This is a totally empirical wavefunction. It will fit the data better than $a n a b$ initio Hartree-Fock wavefunction in the same basis, but the energy calculated from a totally empirical wavefunction will not be as low, and may not satisiy the virial theorem(4).

An extreme advantage of a totally empirical wavefunction model over a non-wavefunction fit to data is that, once you have a wavefunction, a prediction can be made for any ground-state static electronic property. In addition, data from any experiment which measures this
sort of property can be simultaneously fit by the wavefunction. This is a natural way of putting together data from several kinds of experiment. Table 1 lists the properties which can be predicted by a totally empirical Bragg-scattering wavefunction model, and the experiments whose results can either be predicted by, or used as input data to determine, this wavefunction. Excluded are experiments such as IR/Raman spectroscopy, which involve transitions from one state to another - the model in this thesis describes the ground electronic state only, with a thermally-averaged and time-averaged occupation of vibrational states. The properties in Table l are of four types: classical one-electron moments, quantum one-electron expectation values, classical twomelectron properties (of which none exist), and quantum two-electron expectation values. Since our single-determinant approximation neglects electron correlation, the values predicted for this last type of property will probably not fit experiment very well. The idea of a simultaneous fit to another experiment and Bragg scattering is not new. Examples in the literature include x-ray plus neutron scattering ( $\mathrm{X} X+N$ ") (5), and X -ray plus nuclear quadrupole resonance $(6,7,8)$. A quantum example also exists - X-ray scattering plus directional Compton profile(9).

How can one be sure that an experimentally measured density can be modeled at all by a wavefunction? This is the question of N-representability - whether a density can be represented by an N-electron quantum wavefunction. The theorem of Hohenberg and Kohn(10)
shows that the ground-state wavefunction of a many-particle system, if non-degenerate, is a unique functional of the particle density. Of course, this functional is not yet known, but it does exist. Gilbert's theorem(1l) shows that any non-negative density normalized to N electrons can be modeled exactly by at least one N-electron single-determinant wavefunction, using this construction. You arbitrarily carve up the density into $N / 2$ "regions", and each orbital is a phase factor times the square root of one region, as shown in Figure 1.

The x-ray coherent diffraction experiment, called Bragg scattering, is a measure of density. Therefore by Gilbert's theorem, it can be modeled by a single-determinant wavefunction.

Harriman(12) has shown that these "regions" need not have sharp boundaries, and "that for any given density an arbitrary number of functions, which are continuous, smooth, orthonormal, and extend over all space, exist" which exactly fit the density.

Using a limited basis set of atomic orbitals, and limited information about the density, one can approximate the exact Harriman's-construction wavefunction in a least-squares sense. This approximate wavefunction will fit the data well, using only a few parameters.

The result is directly comparable to an ab initio wavefunction if you use the same basis.

Figure 1

## Gilbert's Theorem

from Reference(ll)


Non-magnetic case
If

$$
\int \rho(r) \mathrm{d} r=\mathrm{N}_{\mathrm{r}}
$$

then divide the density arbitrarily into $N / 2$ equal regions $\rho_{i^{\prime}}$ and define

$$
\psi_{i} \equiv \sqrt{\frac{1}{2} \rho_{i}(r)} \cdot e^{i \omega_{i}}
$$

such that

$$
\left\langle\psi_{i} \mid \psi_{j}\right\rangle=\delta_{i j}
$$

and you have a quantum-mechanical single-determinant wavefunction.

Not much work has been done with totally empirical wavefunctions. Table 2 is a nearly complete list. The starting point for most determinations of such wavefunctions has been the iterative algorithm of Clinton et al.(13) This algorithm is

$$
\begin{equation*}
P^{\prime}=3 P^{2}-2 P^{3}+\sum_{i} \lambda_{i} O_{i} \tag{1}
\end{equation*}
$$

where the expectation values $\left\langle\mathrm{O}_{\mathrm{i}}\right\rangle$ are being least-squares fit by an idempotent density matrix $P$ in an orthonormal basis $g$, using Lagrange multioliers $\lambda$ determined by solving the system

$$
\begin{equation*}
\left\langle o_{j}\right\rangle=2 \operatorname{Tr}\left(3 P^{2}-2 P^{3}+\sum_{i} \lambda_{i} o_{i}\right) o_{j} \tag{2}
\end{equation*}
$$

The expectation values are given by

$$
\begin{equation*}
\left\langle O_{i}\right\rangle=\operatorname{Tr} \quad \mathrm{FO}_{i} \tag{3}
\end{equation*}
$$

For Bragg data, the $\left\langle\mathrm{O}_{\mathrm{i}}\right\rangle$ are called $\mathrm{F}(\mathrm{K})$, and the 0 matrix in the basis $g(r)$ is composed of elements

$$
\begin{equation*}
f_{i j}(K)=\left\langle g_{i}(r) \mid e^{i k^{\cdot} r_{1}} g_{j}(r)\right\rangle \tag{4}
\end{equation*}
$$

so that the observed values $\mathrm{F}_{\mathrm{obs}}(\mathrm{K})$ are being fit by

Table 1

Electronic Properties Connected with Totally Empirical Wavefunctions


QUANIUM
MODEL ONLY

From Reference(17)
Momentum density $\rho(k)$ Compton profile $\vec{\rho}(k)$
Kinetic energy <T>
From References $(18,19)$
NMR Chemical Shifts $\delta$
Bond orders B.O.
Diamagnetic
susceptibility $\overrightarrow{\stackrel{\rightharpoonup}{\mu}}$
Polarizability tensor $\overrightarrow{\vec{\alpha}}$
GOCD

From Reference (20)
Thermal Diffuse Scattering iDS

Potential Energy <V> Total Energy <H>

From Reference (21)
NMR spin-spin spiittings J

FAIR TO POOR

## Table 2

Totally Empirical Wavefunctions
System Experiment Authors

| H atom | Bragg Scattering | Clinton, Massa (26) |
| :---: | :---: | :---: |
| H atom | Bragg Scattering | Frishberg, Massa (26) |
| ${ }_{+} \mathrm{HCOOLi}{ }^{\circ} \mathrm{D}_{2} \mathrm{O}$ | Bragg Scattering (22) | Ozerov group $(22,23,24)$ |
| Li atom | Bragg Scattering | Frishberg, Massa (25) |
| Be atom | Bragg Scattering | Frishberg, Massa (25) |
| $\mathrm{H}_{2}$ molecule | Bragg Scattering | Frishberg, Massa (27) |
| $\mathrm{H}_{\infty}$ crystal | Bragg Scattering | Goldberg, Massa (28) |
|  | Positron Annihilation | Pecora(17) |
| * Be metal | Bragg Scattering(56) | Goldberg et al. (29) |

* denotes that the study used actual experimental data
+ denotes that the study approximated certain parameters unrelated both to experiment and to the functional form of the wavefunction.

$$
\begin{equation*}
F_{\text {calculated }}(K)=\operatorname{Tr} P f(K) \tag{5}
\end{equation*}
$$

Most ab initio studies use a non-relativistic Hamiltonian, and neglect both spin-orbit coupling and retardation-type effects. The totally empirical wavefunction uses no Hamiltonian, so it implicitly includes every effect not explicitly approximated out. The wavefunctions and $P$ matrices of this thesis are generally spinless, since it deals mainly with Bragg scattering of $x$-rays, a process that is insensitive to spin. A P matrix in the closed-shell spin-paired approximation is normalized to half the number of electrons, and multiplied by two. This is equivalent, in the spin-paired case, to the full $P$ matrix

$$
P=\begin{align*}
& P_{\alpha \alpha} P_{\alpha / \beta}  \tag{6}\\
& P_{\alpha \beta}^{+} P_{\beta \beta}
\end{align*}
$$

plus the approximations

$$
\begin{equation*}
P_{\alpha \alpha}=P_{\beta \beta} \quad \text { and } \quad P_{\alpha \beta}=0 \tag{7}
\end{equation*}
$$

since it is rigorously true that for x-rays

$$
\begin{equation*}
f_{\alpha} \quad=f_{\beta} \tag{8}
\end{equation*}
$$

Including spin-orbit coupling means that $P_{\alpha \beta}$ is non-zero. This may be necessary for modeling magnetic neutron scattering, which is a measure of unpaired spin

$$
\begin{equation*}
\mathrm{F}_{\text {magnetic neutron scattering }}^{K}(K)=\int e^{i k^{\bullet} r}\left(\rho_{\alpha}(r)-\rho_{\beta}(r)\right) d r \tag{9}
\end{equation*}
$$

For most cases, it will probably be sufficient to change (7) to

$$
\begin{equation*}
P_{\alpha \beta}=0 \quad \text { but } \quad P_{\alpha \alpha} \neq P_{\beta \beta} \tag{10}
\end{equation*}
$$

The simplest possible model for the electron density of a crystal is the $\rho^{3}$ model $(30,31)$. Since the electron density is "clumpy," that is, concentrated near certain points and tenuous far from these points, one calculates that phase for each reflection which maximizes the average value of some odd power of $\rho$, usually $\rho^{3}$. Note that the $\rho^{3}$ model uses $F_{\text {obs }}$ as its $F_{\text {cal }}$.

The next improvement is to treat these clumps of density as atans. This approximation, referred to as the "free atoms" or "promolecule" refinement, calculates the scattering power of a model spherically symmetric atom or ion, using atomic HF or CI or some other (32) theoretical atomic calculation. The model then moves these atoms around to best fit the observed incensities, and as a side benefit predicts phases of each reflection.

An early improvement over the free atom treatment is to treat eaach atom as having some non-spherical shape, where the scattering in some directions differs from that in others $(33,34)$. This sort of sophistication, assigning atoms aspherical electronic or vibrational properties, was debated in the literature in a series of articles in 1957 $(35,36,37)$, with the consensus being that, if the internal consistency of the data were better than about $10 \%$, such treatment was justified.

A better treatment is to expand the density in an LCAO sense, and fit the data using a population matrix $P$, with each pair of orbitals in the basis having a scattering power $f_{i j}(K)$.

In a basis of m functions, it is found that there are
$\operatorname{Dimension}(\mathrm{f})=m(m+1) / 2$
distinct scattering powers, and a $P$ matrix this size has been tried $(38,39,40)$ without much success. The problem seems overparametrized. This has been referred to as the $\mathrm{P}_{\mathrm{NI}}$ method(41).

The most popular method used is some form of multipole expansion of the electron density, with each nuclear position being used as an expansion center. There are several variants of this technique, including the Hirshfeld deformation(42), Coppens' $\mathcal{K}$-refinement(43), and the multipole methods of Kurki-Suonio (44,45) and of Stewart(46). There are several problems with the multipole techniques. The most
severe is positivity. In order for an electron density to be physically meaningful, it must be positive everywhere.

$$
\begin{equation*}
\rho(r)>0 \quad \forall r \tag{12}
\end{equation*}
$$

A negative density, or "positron density", corresponds to no physically possible crystal. Since the density is, quantum mechanically speaking, the square of the orbitals, one can guarantee positivity if the density is modeled as the square of some function. Figure 2 illustrates the danger of "positron regions" if one models the density as a sum of squares of basis orbitals rather than the square of an LCAO sum of basis orbitals.

Non-quantum models can have some positron regions, and positivity "must be taken as an extra condition restricting the possible values of the parameters." (47)

A multipole expansion of the density is not an interpretation of the data. It assigns no physical meaning to the multipoles - the model merely filters the data. It is not surprising, then, that one cannot connect a multipole model of x-ray diffraction with other experiments on the same crystal, such as Compton scattering (48) or NMR.

Further, the multipole model experiences difficulty separating out

Figure 2

the effects of non-spherical vibration from those of a non-spherical charge vibrating spherically. This correlation of vibrational and electronic parameters is not as severe in a quantum model, as shall be seen in Chapter 3 below.

The multipole model assigns electrons to one atom or another, but not both simultaneously. It partitions the density in some way $(49,50)$. This inability to describe charge sharing, or covalency, has severe effects. Since all interactions must be modeled as electrostatic, that is to say, ionic, atomic charges are likely to be exaggerated. Covalent bonding is inherently not explained by a multipole model. Since, especially in polar bonds, nuclei are not always found at the centroid of their electronic charge(51), the nuclei are not positioned at the right places by a multipole model. This Hellmann-Feynman shift of the density into the bonding and lone-pair regions means that either nuclear positions in a multipole model are wrong (unless fized by a neutron-scattering experiment) or indeterminate. (By adding a dipole scatterer, one moves the effective nuclear position without moving the expansion center. Thus, in a large enough multipole expansion, one can put each nucleus anywhere, and have the density associated with it centered anywhere else. Assigning any physical meaning to such an expansion is obviously incorrect(52).) An example is that virtually all x-ray-only studies of molecules with hydrogen atoms have bond lengths to the f atoms about .1 A too short(53), since the covalency shifts the centroid of the $H$ electron about . $1 \AA$ into the bonding region.

Finally it is found that certain properties that a multipole expansion can predict are almost always in error. In particular, the electric field gradient at the nucleus, as measured by NQR, must be added in as a constraint to the $x$-ray refinement to come out fitting reality at all well(8). I can find no attempt anywhere in the literature even to try comparing the Fermi contact term $\rho(0)$ from an x-ray refinement with that of a Mossbauer experiment, although both make a prediction of its value. It is commonly claimed that model errors pile up at nuclear positions(54), and that maybe the atamic ls cores are expanding or contracting, and these prevent obtaining a good value of $\rho(0)$. In a quantum model, such claims can be quantitatively examined, and a percent ls core expansion calculated.

The quantum description of a covalent bond involves cross-terms; a bond between atoms $\mu$ and $\nu$ is written as a bonding electronic orbital with basis functions $g$ on both centers

$$
\begin{equation*}
\psi_{\text {bond }}=c_{\mu} g_{\mu}+c_{\nu} g_{\nu} \tag{13}
\end{equation*}
$$

leading to a $P$ matrix

$$
P_{\text {bond }}=\begin{array}{ll}
c_{\mu}^{2} & c_{\mu} c_{\nu}  \tag{14}\\
c_{\nu} c_{\mu} & c_{\nu}^{2}
\end{array}
$$

These cross-terms $C_{\mu} C_{\nu}$ are the bond, in a Mulliken sense. The larger $C_{\mu} C_{\nu}$ is, the stronger a bond. Antibonding orbitals are describable as

$$
\begin{equation*}
\psi_{\text {antibond }}=c_{\mu} g_{\mu}-C_{\nu} g_{\nu} \tag{15}
\end{equation*}
$$

and the cross-term will be less than zero. An electrostatic description has all cross-terms between centers zero, thus non-bonding. This is also called a one-center description, if one allows each center to hybridize, leading to cross-terms between basis functions on the same center. A covalent, many-center description is desirable.

A common variant of the multipole formalism uses the Varghese-Mason(55) constraint. The multipoles $M_{j}$ have the form

$$
\begin{array}{r}
M_{j}=x^{2 A} y^{2 B} z^{2 C} e^{-2 a r^{2}} \text { or }  \tag{16}\\
x^{2 A y^{2 B} z^{2 C} e^{-2 a r}}
\end{array}
$$

and are considered to be uniquely related to Gaussians or Slaters

$$
\begin{equation*}
g_{j}=x^{A} y^{B} z^{C} e^{-a r^{2}} \text { or } x^{A} y^{B} z^{C} e^{-a r} \tag{17}
\end{equation*}
$$

by the simple equation

$$
\begin{equation*}
M_{j}=g_{j}^{2} \tag{18}
\end{equation*}
$$

Cross-terms $\mathrm{f}_{\mu \nu}$ and $\mathrm{P}_{\mu \nu}$ for $\mu \neq \nu$ are defined as zero, since(55) "The remaining multipoles which are not identically zero for symmetry reasons must be shown to be small since they will otherwise represent two-centre overlap terms being projected onto the single centre."

This V-M formalism has been referred to(41) simply as a multipole expansion. It is an extreme generalization of the one-center constraint. Where a one-center formalism disallows $P$ matrix cross-terms between basis functions on different centers, the V-M formalism disallows all cross-terms of any sort in $P$, requiring elements $P_{\mu \nu}$ to satisfy the $V-M$ constraint

$$
\begin{equation*}
P_{\mu \nu}=W_{\mu} \delta_{\mu \nu} \tag{19}
\end{equation*}
$$

and reducing the equation

$$
\begin{equation*}
F_{c a l}(K)=\sum_{j} W_{j} \quad M_{j}(r) d r=\sum_{j} P_{j j}\left\langle g_{j}\right| e^{i k^{\bullet} r}\left|g_{j}\right\rangle \tag{21}
\end{equation*}
$$

The distinction is illustrated graphically in Figure 3.

Figure 3

## Comparison of Idempotent, Non-idempotent, and Multipole $P$ Matrices



Whereas a non-idempotent $P$ has

$$
\begin{equation*}
m(m+1) / 2-1 \tag{22}
\end{equation*}
$$

independent elements, and an idempotent $P$ has

$$
\begin{equation*}
\mathrm{N}(\mathrm{~m}-\mathrm{N}) \tag{23}
\end{equation*}
$$

a V-M matrix has only

$$
\begin{equation*}
(m-1) \tag{24}
\end{equation*}
$$

independent elements. Note that in the V-M procedure, some W are allowed to go negative, and hopefully will not go so negative that a positron region appears. Figure 2 shows positron regions. Quantum mechanics enforces positivity by requiring all self-terms $\mathrm{P}_{\mu \mu}$ to be positive. If one requires

$$
\begin{equation*}
0 \leq W_{j} \leq 1 \tag{25}
\end{equation*}
$$

in the V-M method, it is N-representable; each of the $W_{j}$ is an eigenvalue, and each basis function is an eigenfunction.

The normal quantum refinement technique can generate $V$-M-type $P$
matrices, or more generally, block-diagonal P matrices, by going to several configurations. For example, defining

$$
\begin{align*}
& \psi_{1}=c_{1} g_{1}+c_{2} g_{2}+c_{3} g_{3}  \tag{26}\\
& \psi_{2}=c_{1} g_{1}+c_{2} g_{2}-c_{3} g_{3}  \tag{27}\\
& \psi_{3}=c_{1} g_{1}-c_{2} g_{2}+c_{3} g_{3}  \tag{28}\\
& \psi_{4}=c_{1} g_{1}-c_{2} g_{2}-c_{3} g_{3} \tag{29}
\end{align*}
$$

then

$$
P_{1}=\begin{array}{llllll}
\mathrm{C}_{1}{ }^{2} & \mathrm{C}_{1} \mathrm{C}_{2} & \mathrm{C}_{1} \mathrm{C}_{3} \\
\mathrm{C}_{1} & \mathrm{C}_{2}^{2} & \mathrm{C}_{2} \mathrm{C}_{3} \\
\mathrm{C}_{3} \mathrm{C}_{1} & \mathrm{C}_{3} \mathrm{C}_{2} & \mathrm{C}_{3}^{2}
\end{array} \quad \mathrm{P}_{2}=\begin{array}{ccc}
\mathrm{C}_{1}{ }^{2} & \mathrm{C}_{2} \mathrm{C}_{1} & \mathrm{C}_{2}
\end{array} \mathrm{C}_{2}{ }^{2} \mathrm{C}_{1} \mathrm{C}_{3}
$$

and

$$
\mathrm{P}_{3}=\begin{array}{cccccc}
\mathrm{C}_{1}^{2} & -\mathrm{C}_{1} \mathrm{C}_{2} & \mathrm{C}_{1} \mathrm{C}_{3} & \mathrm{C}_{1}^{2} & -\mathrm{C}_{1} \mathrm{C}_{2} & -\mathrm{C}_{1} \mathrm{C}_{3} \\
\mathrm{C}_{1} & \mathrm{C}_{2}^{2} & -\mathrm{C}_{2} \mathrm{C}_{3} & \mathrm{P}_{4}= & -\mathrm{C}_{2} \mathrm{C}_{1} & \mathrm{C}_{2}^{2}  \tag{31}\\
\mathrm{C}_{3} \mathrm{C}_{1} & -\mathrm{C}_{3} \mathrm{C}_{2} & \mathrm{C}_{2} \mathrm{C}_{3} \\
2 & & -\mathrm{C}_{3} \mathrm{C}_{1} & \mathrm{C}_{3} \mathrm{C}_{2} & \mathrm{C}_{3}^{2}
\end{array}
$$

simplifying,

$$
1 / 4\left(P_{1}+P_{2}+P_{3}+P_{4}\right)=P_{V M}=\left[\begin{array}{lllll}
\mathrm{C}_{1}^{2} & 0 & & 0 &  \tag{32}\\
0 & & \mathrm{C}_{2}^{2} & 0 & \\
0 & 0 & & C_{3}^{2}
\end{array}\right]
$$

In general, for $m$ basis functions, one needs $2^{m-1}$ configurations to block-diagonalize. Note that the diagonal elements of all four $P$ above are identical from one model to the next, yet in $\psi$, all 3 basis functions are bonded, $\psi_{2}$ has $g_{2}$ antibonding, $\psi_{3}$ has $g_{3}$ antibonding, and $\psi_{4}$ has $g_{1}$ antibonding. Figures 4,5 , and 6 show all 5 densities in an SIO-3G basis for hydrogen, $\rho(+++)$ from $\psi_{1}, \rho(++)$ from $\psi_{2}, \rho(++)$ from $\psi_{3}, \rho(+-)$ from $\psi_{4}$, and $\rho(V-M)$; and the scattering curves associated with these $\rho$.

A quantum model of $x$-ray diffraction has previously been applied to some model systems $(3,25,26,27,28)$. For all these, some theoretical structure calculation of the density of an isolated gas-phase atom or $\mathrm{H}_{2}$ molecule was Fourier-transformed to give "observed" structure factors $F_{\text {obs }}$, and these were fit by equation (1) in an orbital basis, or a spinorbital basis(25). This was extended(28) to a model $H_{\infty}$ system. Ozerov $(22,23,24)$ has used a similar model, and fit real data with a quantum model. Chapter 3 of this thesis fits the beryllium metal scattering data of Larsen(56) to a quantum model.

Figure 4

## The "Phase Problem" with P Matrices

WAVEFUNCTICNS

$$
\begin{aligned}
& Y= \pm a \psi_{1+b} \psi_{2}+c \psi_{3} \\
& ++=a \psi_{1+b} \psi_{2}+c \psi_{3} \\
& -++=-a \psi_{1}+b \psi_{2}+c \psi_{3} \\
& +++=a \psi_{1}-b \psi_{2} \pm c \psi_{3} \\
& +=a \psi_{1}+b \psi_{2}-c \psi_{3}
\end{aligned}
$$

P-MAIRICES

$$
\begin{aligned}
& \text { H - H } \\
& \text { (aa } a b a c)\left(\begin{array}{lll}
a a & -a b & -a c
\end{array}\right) \\
& \left(\begin{array}{lll}
b a & b b & b c \\
c a & c b & c
\end{array}\right)\left(\begin{array}{lll}
-b a & b b & b c \\
-c a & c b & c c
\end{array}\right) \\
& \text { :ULTIPOLE } \\
& ++\quad+-\quad\left(\begin{array}{rrr}
a a & 0 & 0 \\
0 & b b & 0 \\
0 & 0 & c a
\end{array}\right) \\
& \left(\begin{array}{rrr}
a a & -a b & a c \\
a b & b b & -b c \\
c a & -c b & c c
\end{array}\right)\left(\begin{array}{rrr}
a a & a b & -a c \\
b a & b b & -b c \\
-c a & -c b & c c
\end{array}\right)
\end{aligned}
$$

Figure 5
Densities from the Wavefunctions of Figure 4


Figure 6
Scattering from the Wavefunctions of Figure 4


## Chapter II. Mathematical Considerations

Usually, the basic element of quantum chemistry is the $N$-body wavefunction,

$$
\begin{equation*}
\Psi=\sum \chi_{i} a\left(\psi_{1}(1) \psi_{2}(2) \psi_{3}(3) \ldots \psi_{N}(N)\right) \tag{33}
\end{equation*}
$$

determinants
where $\chi_{i}$ is the occupation number of each determinant $i, ~ Q$ is the antisymmetrizer, and the $\Psi_{j}$ are $N$ (spin-) orbitals

$$
\begin{equation*}
\psi_{j}=\sum_{z=1}^{m} \quad c_{j z} g_{z} \tag{34}
\end{equation*}
$$

built up as linear combinations (LCAO) of the $m$ basis functions $g$, and normalized to 1.

The N-body wavefunction contains far more information than will ever be needed to calculate any observed property. Since the full Hamiltonian, which governs the electronic motion, and hence all physically observable effects, contains no three-body terms large enough to affect anything (57), reduction from an $N$-electron to a 2-electron description loses no information. This 2-electron description is called the 2-electron reduced density matrix $\rho_{2}\left(1,2 ; 1^{\prime}, 2^{\prime}\right)$. An acceptable model for $\rho_{2}\left(1,2 ; 1^{\prime}, 2^{\prime}\right)$ enables one to simultaneously predict all electronic properties of that state. (Notice, however, that 2-state properties, such as photon
absorption/emission, require a model for both states involved, and this more complicated problem is beyond the scope of this thesis.) The most general matrix $\mu\left(1,2 ; 1^{\prime}, 2^{\prime}\right)$ is not acceptable. There are quantum constraints on it. Unfortunately, the forms of some of these constraints are unknown. A less general model, which is guaranteed to satisfy many quantum constraints, and is computationally simpler (although certain other constraints, such as the electron-electron cusp condition(58) are violated) is the Independent Particle Model, or IFM. This is known in various applications as the single-determinant approximation, Self-Consistent Field (SCF) model, Hartree-Fock method ( HF ), and the one-body approximation.

The IPM approximates the electron-electron correlation as the zero function. That is, the probability that an electron is within a certain region of space is independent of where the other electrons are. Since the neglected correlation is a rather weak function, this approximation is not too severe - ab initio calculations(59) indicate that ${ }^{29 \%}$ of the energy can usually be modeled by a single determinant. The one-electron density matrix is written $\rho_{1}\left(1 ; 1^{\prime}\right)$, and in the single-determinant approximation,

$$
\begin{equation*}
\left.\rho_{2}\left(1,2 ; 1^{\prime}, 2^{\prime}\right)=\left(\rho_{1}\left(\frac{1}{2} ; 1^{\prime}\right\}\right) \rho_{1}\left(\frac{1^{\prime}}{\rho_{1}} 2^{\prime} 2^{\prime}\right\}\right) \tag{35}
\end{equation*}
$$

In the general case, all the quantum constraints on the form of $\rho_{i}\left(1 ; l^{\prime}\right)$ are known. These constraints are collectively known as N-representability; which one- and two-body reduced density matrices can represent an N -body fermion wavefunction.

The density of electrons $\rho(r)$ is related (60) to $\rho_{1}\left(1 ; 1{ }^{\prime}\right)$ by
$\operatorname{Tr}\left(\rho_{1}\left(1 ; 1^{\prime}\right)\right)=\rho_{1}(1 ; 1)=\Gamma(1)$
$\operatorname{Tr}(\Gamma(1))=\rho(r)$

The density matrix $\Gamma(1)$ is the diagonal element of $\rho_{1}\left(1 ; 1^{\prime}\right)$. The off-diagonal elements are connected with electron correlation. In an orthonormal basis of atomic orbitals $g$

$$
\begin{equation*}
\Gamma(1)=\mathrm{Pgg}^{+} \tag{38}
\end{equation*}
$$

The matrix of numbers $P$ is properly called "the matrix representative in the basis $g$ of the one-body reduced density matrix $\Gamma(1)$. Since $P$ is a square matrix, it has off-diagonal elements $P_{i j}$ for $i$ not equal to $j$. These are not connected with electron correlation, as is $\rho_{1}\left(1 ; 1^{\prime}\right)$ for 1 not equal to $l^{\prime}$. DO NOT CONFUSE OFF-DIAGONAL ELEMENTS WITH OFF-DIAGONAL ELEMENTS. $P_{i j}$ is not $\rho_{1}\left(1 ; 1^{\prime}\right)$. DO NOT CONFUSE THE DENSITY MATRIX (P) WITH THE DENSITY MATRIX ( $D_{1}\left(1 ; l^{\prime}\right)$ ). From now on, the only density matrix referred to will be $P$. Also, to avoid confusion, $P_{i j}$ with $i$ not equal to $j$ will be called cross-terms.

The quantum mechanical constraints on the density matrix $P$ are:

1) The eigenvalues of $P$ must all lie between 0 and 1 .
2) $P$ must be Hermitian, $P=P^{+}$
3) $\operatorname{Tr}(\mathrm{P})=\mathrm{N}_{\mathrm{r}}$, the number of electrons

Another constraint on the density, which will not be satisfied, is the electron-nuclear cusp condition(61):

$$
\begin{align*}
& \lim \left(\frac{\partial \rho(r)}{\partial r}\right)-\lim \left(\frac{\partial \rho(r)}{\partial r}\right) \quad=-Z \\
& r \xrightarrow[\text { left }]{ } r_{\text {nucleus }} \quad \stackrel{\text { right }}{ } r_{\text {nucleus }} \tag{41}
\end{align*}
$$

The change in density as one approaches the nucleus must be discontinuous, with the change in slope equal to minus the nuclear charge. (The electron-electron cusp condition dictates a change in slope of $+1 / 2(58)$.

In the Independent Particle Model, the eigenvalues of $P$ are exactly zero or one. This condition on the eigenvalues is equivalent to the matrix condition

1') $\mathrm{P}^{2}=\mathrm{P}$

The three conditions 1' $^{\prime}$, 2), and 3) are referred to as idempotency, Hermitivity, and N-normalization, respectively. Condition 3) is the easiest to satisfy. Any idempotent matrix must have an integer norm, since its eigenvalues 0 and 1 are both integer. One must
ensure only that the trace equals the correct integer, and not $N-1$ or $\mathrm{N}+1$. Condition 2) is satisfied simply by constructing the lower left half of the matrix as the Hermitian adjoint of the upper right triangle. This makes all the self-terms (diagonal elements) real. Condition l') is the most difficult to satisfy. There are two methods in the literature of "purifying" a matrix to idempotency. McWeeny's method(62) is

$$
\begin{equation*}
P^{\prime}=3 P^{2}-2 P^{3} \tag{43}
\end{equation*}
$$

until

$$
\begin{equation*}
\operatorname{Tr}\left(\left(P^{2}-P\right)^{2}\right)<\text { threshhold } \tag{44}
\end{equation*}
$$

where the threshhold is roughly the square of the largest acceptable error. (A P matrix idempotent to 6 places has a threshbold of ${ }^{\sim} 10^{-12}$.)

Mestechkin's method(63) is

$$
\begin{equation*}
Y=2 P-1 \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
Y^{\prime}=Y+l / 2\left(1+Y^{2}\right) Y \tag{46}
\end{equation*}
$$

until

$$
\begin{equation*}
\operatorname{Tr}\left(\left(Y^{2}-1\right)^{2}\right)<\text { threshold } \tag{47}
\end{equation*}
$$

and thus

$$
\begin{equation*}
P^{\prime}=\left(Y^{\prime}+1\right) / 2 \text { and } \operatorname{Tr} Y=N-m \tag{48}
\end{equation*}
$$

Mathematically, P is called idempotent with

$$
\begin{equation*}
P^{2}=P \tag{49}
\end{equation*}
$$

and $Y$ is called involutional, with

$$
\begin{equation*}
Y^{2}=1 \tag{50}
\end{equation*}
$$

The elements of $P$ are, in general, complex. Under what circumstances will constraining $P$ to be real result in a worse fit to data? Suppose

$$
\psi=\left(\begin{array}{ll}
C_{1} & C_{2}+i C_{3} \tag{51}
\end{array}\right)\binom{g_{1}}{g_{2}}
$$

Then

$$
F(K)=T r\left(\begin{array}{ll}
C_{1} C_{1} & C_{1} C_{2}+i C_{1} C_{3}  \tag{52}\\
C_{1} C_{2}-i C_{1} C_{3} & C_{2} C_{2}+C_{3} C_{3}
\end{array}\right)\binom{f_{11} f_{12}}{f_{21} f_{22}}
$$

if

$$
\begin{equation*}
f_{11}=x_{1}+i x_{2}, f_{12}=x_{3}+i x_{4}, f_{22}=x_{5}+i x_{6} \tag{53}
\end{equation*}
$$

then

$$
\begin{align*}
& F(K)=C_{1}^{2}\left(x_{1}+i x_{2}\right)+\left(C_{1} C_{2}+i C_{1} C_{3}\right)\left(x_{3}-i x_{4}\right) \\
& \quad+\left(C_{1} C_{2}-i C_{1} C_{3}\right)\left(x_{3}+i x_{4}\right) \\
& \quad+\left(C_{2}{ }^{2}+C_{3}^{2}\right)\left(x_{5}+i x_{6}\right)  \tag{54}\\
& =C_{1}{ }^{2} x_{1}+i C_{1}{ }^{2} x_{2}+2 C_{1} C_{2} x_{3}+2 C_{1} C_{3} x_{4} \\
& \quad+\left(C_{2}{ }^{2}+C_{3}^{2}\right)\left(x_{5}+i x_{6}\right)
\end{align*}
$$

If

$$
P_{\text {real }}=\left(\begin{array}{cc}
C_{1}^{2} & C_{1} C_{4}  \tag{55}\\
C_{4} C_{1} & C_{4}^{2}
\end{array}\right)
$$

then

$$
\begin{equation*}
F(K)=c_{1}^{2}\left(x_{1}+i x_{2}\right)+2 C_{1} c_{4} x_{3}+c_{4}^{2}\left(x_{5}+i x_{6}\right) \tag{56}
\end{equation*}
$$

and if

$$
\begin{equation*}
c_{4}^{2}=c_{2}^{2}+c_{3}^{2} \tag{57}
\end{equation*}
$$

then

$$
\begin{equation*}
F_{\text {complex }}-F_{\text {real }}=2 C_{1}\left(C_{2} x_{3}+C_{3} x_{4}-C_{4} x_{3}\right) \tag{58}
\end{equation*}
$$

which is zero if and only if the scattering cross-term $f_{12}$ is real. Reality of all cross-terms $f_{i j}(K)$ is equivalent to the crystal being centrosymmetric. Thus, one should constrain $P$ to reality only for centrosymmetric crystals.

The iterative equations for fitting $P$ to data, as developed by Clinton et al. (13) and extended by Henderson and Zimmerman (64) to constrained variational calculations, is based on the error measure

$$
\begin{equation*}
\epsilon_{l}=\sum_{K}| | F_{\mathrm{obs}}(K)\left|-\left|F_{c a 1}(K)\right|\right| \tag{59}
\end{equation*}
$$

Other error measures used in crystallography are

$$
\epsilon_{n}=\sum_{K} \epsilon_{n}^{K}=\sum_{K}\left(w_{K}\right)^{0,1,2}\left(\left|\left(\left|F_{\mathrm{obs}}(k)\right|\right)^{1 \text { or } 2}-\left(\left|F_{\mathrm{cal}}(K)\right|\right)^{1 \text { or } 2}\right|\right)^{1 \text { or } 2}
$$

and the robust-resistant functional(65) of Nicholson et al.,
where

$$
\begin{equation*}
z_{K}=\sqrt{w_{K}}\left(\left|F_{o b s}(K)\right|-\left|F_{c a l}(\mathrm{~K})\right|\right) / G o F \tag{62}
\end{equation*}
$$

These error measures, their R-factors, and the iterative equations associated with each, are listed in Table 3. The least-absolute-value functionals seem far slower to converge, but their precision is higher (66) .

Figure 7 shows the behavior, in a fixed basis, of some of the error functionals as a function of $P$, where

$$
P_{\text {exact }}=\left(\begin{array}{cc}
1 / 3 & \sqrt{2} / 3  \tag{63}\\
\sqrt{2} / 3 & 2 / 3
\end{array}\right)
$$

and

$$
P_{\text {calc }}=\left(\begin{array}{cc}
x & \sqrt{x(1-x)}  \tag{64}\\
\sqrt{x(1-x)} & (1-x)
\end{array}\right)
$$

Figure 8 shows the behavior of $\partial \epsilon / \partial x$ for these functionals.

Table 3

Error Measures and Related Quantities

> Notes
> (A) $F_{o}$ is the observed $F(K), I_{o}$ is the observed $F^{2}(K), F_{C}$ and $I_{c}$ are the calculated values.
> Sums are over all observed reflections, each with weight $W_{K}$.
> (B) The TREFOIL number is the value of EPSWAY in Appendix B.
> (C) $\Phi$ is defined in equation (268).
> (D) 'Conventional' R-factor(1).
> (E) 'Conventional' GoF, best electron density (67), used for Hamilton's test(68)
> (F) Unbiased fit to experiment(69).
> (G) Best Patterson map (67).

Figure 7
Error Measures for the Same P Compared


Figure 8
Gradients of the Error Measures of Figure 7


Noting that

$$
\begin{gather*}
\frac{\partial|x|}{\partial x}=\operatorname{sgn}(x)=-1,0, \text { or } 1  \tag{65}\\
\frac{\partial}{\partial P_{\mu \nu}} T_{r} P f^{k}=\frac{\partial}{\partial \rho_{\mu \nu}}\left(\sum_{\mu=1}^{m} \sum_{\nu=1}^{m} \rho_{\mu \nu} f_{\nu \mu}^{k}\right)=f_{\nu \mu}^{k} \tag{66}
\end{gather*}
$$

and that the iterative equations can be represented as

$$
\begin{equation*}
P^{\prime}=3 P^{2}-2 P^{3}+\lambda_{1} 1+\lambda_{2} G \tag{67}
\end{equation*}
$$

where

$$
\begin{equation*}
G=\sum_{K} w_{K} \frac{\partial \epsilon^{K}}{\partial P} \tag{68}
\end{equation*}
$$

and

$$
\binom{\lambda_{1}}{\lambda_{2}}=\left(\begin{array}{ll}
N & -\operatorname{Tr}  \tag{69}\\
\epsilon_{\text {goal }} & -\epsilon
\end{array}\right)\left(\begin{array}{llll}
\operatorname{Tr} & 11 & \operatorname{Tr} & 1 G \\
\operatorname{Tr} & G 1 & \operatorname{Tr} & G G
\end{array}\right)^{-1}
$$

For various error measures $\epsilon_{n}$, Table 3 can be derived.
$\epsilon_{\text {goal }}$ is a number which is lowered in a super-iterative procedure. Because the P-equations (22) are so slowly convergent, one cannot try to lower $\in$ too precipitously. The starting value of should be a fairly large fraction $T(1 / 2$ to $3 / 4)$ of $\in\left(P_{\text {initial }}\right)$ and
when (22) has converged to goal lower it by some amount. Computational experience has shown that, using

$$
\begin{equation*}
\epsilon_{\text {goal' }}=T \epsilon_{\text {goal }}=.75 \epsilon_{\text {goal }} \tag{70}
\end{equation*}
$$

is a reasonable choice, and anything less than $T=1 / 2$ often leads to $a$ failure to converge.

The idea behind the iterative equations is to solve for an idempotent matrix, and meanwhile, using Lagrange multipliers, to perturb in the conditions of N-normalization and fitting the data. Why does one use such an indirect method? Why not minimize the error measure $\epsilon$ while perturbing in normalization and idempotency? The reason lies in the nature of the constraint.

For the normalization constraint

$$
\begin{equation*}
N-\operatorname{Tr} P=0 \tag{71}
\end{equation*}
$$

the derivative is

$$
\begin{equation*}
\frac{\partial\left(N-T_{\sigma} P\right)}{\partial P_{\mu \nu}}=\frac{\partial N^{\prime}}{\partial P_{\mu \nu}}-\frac{\partial}{\partial P_{\mu \nu}} \sum_{j} P_{j j}=0-\delta_{\mu \nu} \tag{72}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\lambda, 1 \tag{73}
\end{equation*}
$$

For the idempotency constraint

$$
\begin{equation*}
\operatorname{Tr}\left(\left(P^{2}-P\right)^{2}\right)=0 \tag{74}
\end{equation*}
$$

the derivative is

$$
\begin{align*}
& \frac{\partial}{\partial P_{\mu \nu}}\left(\operatorname{Tr}\left(\left(P^{2}-P\right)^{2}\right)=\frac{\partial}{\partial P_{\mu \nu}}\left(\operatorname{Tr}\left(P^{4}-2 P^{3}+P^{2}\right)\right)\right. \\
& =\frac{\partial}{\partial P_{\mu \nu}}\left(\sum_{A B C D} P_{A B} P_{B C} P_{C D} P_{D A}-2 P_{A B} P_{B C} P_{C A}+P_{A B} P_{B A}\right) \tag{75}
\end{align*}
$$

$$
=\left(\begin{array}{l}
\frac{\partial P_{A B}}{\partial P_{\mu \nu}}\left(P_{B C} P_{C D} P_{D A}-2 P_{B C} P_{C A}+P_{B A}\right) \\
+P_{A B} \frac{\partial P_{B C}}{\partial P_{\mu \nu}} P_{C D} P_{D A}-2 P_{A B} \frac{\partial P_{B C}}{\partial P_{\mu \nu}} P_{C A} \\
+P_{A B} P_{B C} \frac{\partial P_{C D}}{\partial P_{\mu \nu}} P_{D A} \\
+P_{A B} P_{B C} P_{C D} \frac{\partial P_{D A}}{\partial P_{\mu \nu}} \\
-2 P_{A B} P_{B C} \frac{\partial P_{C A}}{\partial P_{\mu \nu}}+P_{A B} \frac{\partial P_{B A}}{\partial P_{\mu \nu}}
\end{array}\right)
$$

By noting that

$$
\begin{equation*}
\frac{\partial P_{i j}}{\partial P_{\mu \nu}}=\delta_{i j} \delta_{\mu \nu} \tag{76}
\end{equation*}
$$

equation (75) can be reduced to

$$
\begin{equation*}
\binom{P_{\nu C} P_{C D} P_{O \mu}-2 P_{\nu C} P_{C \mu}+P_{\nu \mu}+P_{A \mu} P_{\nu \nu} P_{D A}-2 P_{M \mu} P_{\nu \mu}}{+P_{A B} P_{B \mu} P_{\nu A}+P_{\nu B} P_{B C} P_{C \mu}-2 P_{\nu B} P_{B \mu}+P_{\nu \nu}} \tag{77}
\end{equation*}
$$

and remembering that $A, B, C, D$ are dummy variables, it reduces io

$$
\sum_{A B C}\binom{P_{\nu A} P_{A B} P_{B \mu}-2 P_{\nu A} P_{A \mu}+P_{\nu \mu}+P_{B \mu} P_{\nu A} P_{A B}}{-2 P_{A \mu} P_{\nu A}+P_{A B} P_{B \mu} P_{\nu A}+P_{\nu A} P_{A B} P_{B \mu}-2 P_{\nu A} P_{A M}+P_{\nu \mu}}
$$

Collecting terms, and noting that terms commute,

$$
\begin{align*}
& \sum_{A B}\left(P_{\nu A}\left(P_{A B} P_{B \mu}-2 P_{A \mu}-2 P_{A \mu}+2 P_{A B} P_{B \mu}+P_{A B} P_{B \mu}-2 P_{A \mu}\right)+2 P_{j \mu}\right.  \tag{79}\\
& =\sum_{A B} 4 P_{\nu A} P_{A B} P_{B \mu}-6 P_{\nu A} P_{A \mu}+2 P_{\nu \mu}
\end{align*}
$$

Then the constraint would be

$$
\begin{equation*}
\operatorname{Idem}\left(4\left(\mathrm{P}^{+}\right)^{3}-6\left(\mathrm{P}^{+}\right)^{2}+2\left(\mathrm{P}^{+}\right)\right) \tag{80}
\end{equation*}
$$

Unfortunately, if the $P$ matrix is nearly idempotent,

$$
\begin{equation*}
\left(\mathrm{P}^{+}\right)^{3} \sim\left(\mathrm{P}^{+}\right)^{2} \sim\left(\mathrm{P}^{+}\right) \tag{81}
\end{equation*}
$$

and

$$
\begin{equation*}
4\left(P^{+}\right)^{3}-6\left(P^{+}\right)^{2}-2\left(P^{+}\right) \sim 0 \tag{82}
\end{equation*}
$$

which makes the constraint almost null, and thus the procedure will not work. In other words (70), "the distance $\lambda$ moved along the generated directions tends to zero, causing jamming at a non-optimal point."

For the same reason, many other constrained minimization methods, which depend on the derivative of the constraint, such as the methods of Zoutendijk(70) and Rosen(71) (see Appendix E), are inapplicable. The p-equations (122) have no obvious extension to including the optimization of parameters other than the p-matrix, such as atomic positions, basis function exponents, or vibration amplitudes $U_{i j}$ • The severest disadvantage of the F-equations is that their convergence is quite slow, although some error measures converge faster than others. In a relative timing test, for the same model problem, the relative convergence times, on an IBM 3033, are shown in Table 4.
Table 4
Convergence Times for the Iterative Equations
for Case 3, Mcdel 2 of Chapter V,
Using Equation (67) for Various Error Measures
Error Measure Convergence Time (Minutes CPU Time on an IBM 3033)
Least-Absolute-Value
50.498 (this is the $\epsilon$ used in Chapter V)60.756
Least-Squares3.2184.187

The dramatic difference between the least-squares methods $\left(\epsilon_{3}\right.$ and $\epsilon_{4}$ ) using the P-equations and the least-absolute-value methods ( $\epsilon_{\text {, }}$ and $\epsilon_{2}$ ) can be rationalized as follows. Figures 7 and 8 show $\epsilon_{1}(P)$ to be a linear functional discontinuous at the solution, with a piecewise constant gradient. Convergence is at best linear. In contrast, $\epsilon_{3}(P)$ is a quadratic functional with a gradient that goes smoothly to zero at solution. Convergence is at best second-order, and apparently better than with a least-absolute-value criterion.

An alternative to the P-equations seems desirable, preferably one which can be extended to simultaneous optimization of any and all desired parameters, and which lends itself to being able to calculate error bars and covariance matrices for the final values of all parameters. The method outlined below fulfills all these specifications.

An idempotent $P$ matrix has $N(m-N)$ independent parameters. Suppose that one wants to also optimize some number of other variables v not in the P-matrix, such as atomic positions, vibrational amplitudes, etc.

Define a parameter vector $p$ as

$$
\begin{equation*}
p=\left(N(m-N) \text { independent } P_{\mu_{\nu}}\right) \oplus(v=\text { other variables }) \tag{83}
\end{equation*}
$$

of dimension

$$
\begin{equation*}
\operatorname{Dim}(p)=N(m-N)+\operatorname{Dim}(v) \tag{84}
\end{equation*}
$$

In these terms, define a set of calculated x-ray scattering factors $F_{\text {cal }}(p)$ with an associated error functional $\epsilon_{n}[p]$ defined as, e.g.

$$
\begin{equation*}
\epsilon_{1}[\rho]=\sum_{K}| | F_{\text {obs }}(K)\left|-\left|F_{\text {cal }}(K, p)\right|\right| \tag{85}
\end{equation*}
$$

and a gradient vector $G$ with elements

$$
\begin{equation*}
G_{j}=\frac{\partial \epsilon}{\partial P_{j}} \tag{86}
\end{equation*}
$$

The idempotency, normalization, and Hermitivity constraints are enforced in two ways.

First, any independent

$$
\begin{equation*}
p_{j} \quad=p_{\mu \nu} \tag{87}
\end{equation*}
$$

has bounds

$$
\begin{equation*}
0 \leq\left|P_{\mu \nu}\right| \leq 1 \tag{88}
\end{equation*}
$$

and self-terms

$$
\begin{equation*}
p_{j}=p_{\mu \mu} \tag{89}
\end{equation*}
$$

must be real.

Second, in an iterative procedure, or descent method, one can set up 3 or 4 stages in each iteration.

1) Calculate a descent step to move the parameters a distance d given by

$$
\begin{equation*}
p^{\prime}=p+d\left(p, F_{o b s}\right) \tag{90}
\end{equation*}
$$

2) Using one of the purification methods, equation (43) or equation (46), generate a P-matrix whose independent variables $p^{\prime}{ }_{i}, 1<i<N(m-N)$, are those chosen by equation (87).
3) Calculate $F_{c a l}\left(p^{\prime}\right)$ and $\epsilon_{n}\left[p^{\prime}\right]$.
4) (possibly) Select a new subset of $N(m-N)$ independent $P$ matrix elements.

A computer subroutine for step 2) is given in Appendix F.
Which elements $P_{\mu \nu}$. should be selected in step 4 above? All should be on or above the diagonal, with the Hermitivity constraint giving those below the diagonal simply as

$$
\begin{equation*}
P_{\nu \mu}=P_{\mu \nu}^{*} \tag{91}
\end{equation*}
$$

All but the largest self-term $P_{A A}$ should be used. The largest self-term is given by the normalization constraint as

$$
\begin{equation*}
P_{A A}=N-\sum_{\mu \neq A} P_{\mu \mu} \tag{92}
\end{equation*}
$$

For the one-electron case,

$$
\begin{equation*}
\mathrm{N}(\mathrm{~m}-\mathrm{N})=\mathrm{m}-1 \tag{93}
\end{equation*}
$$

and all of the independent $P$ matrix elements have been accounted for. If $\mathrm{N}>1$, some cross-terms are also independent. I do not know which should be used. There is no reason to think that the same choice is appropriate both for McWeeny's method and for Mestechkin's method. Since both McWeeny's anā Mestechkin's purification processes are iterative, a starting guess for the independent elements of $P$ in the idempotency step 2 is needed. On all but the first iteration, the corresponding elements from the previous iterations can be used. Zeros should not be used, since if, for example, one starts from

then

$$
3 P^{2}-2 P^{3}=\left(\begin{array}{lll}
P_{11}^{\prime} & 0 & 0  \tag{95}\\
0 & P_{22}^{\prime} & P_{23}^{\prime} \\
0 & P_{32}^{\gamma_{2}} & P_{37}^{13}
\end{array}\right)
$$

$P_{12}$ and $P_{13}$ are always zero if one starts them out at zero, and McWeeny's process will diverge or fail. An excellent starting guess is

$$
\begin{equation*}
P_{\mu \nu}^{\prime}= \pm \frac{1}{\sqrt{N}}\left(\sqrt{P_{\mu \mu}} \sqrt{P_{\nu \nu}}\right) \tag{96}
\end{equation*}
$$

In the one-electron case, Equation (96) is the exact solution, and no further purification is necessary.

Equation (96) introduces a new problem, or perhaps merely reveals an old problem. Since the P-matrix is the square of a wavefunction, $\mathrm{P}=\mathrm{CC}^{+}$, then

$$
\begin{equation*}
P_{\mu \mu}=\left(\left|C_{\mu}\right| e^{i \theta}\right)\left(\left|C_{\mu}\right| e^{-i \theta}\right) \quad \forall \theta \tag{97}
\end{equation*}
$$

By choosing the self-terms as independent elements, there arises a "phase problem." Not all values of the phase $\theta$ yield the same F-matrix. As a simple example, consider $\mathrm{N}=1$, $\mathrm{m}=2$, with 1 complex parameter, $C_{\mu}$, defined by

$$
\begin{equation*}
C_{\mu}=\left|C_{\mu}\right| e^{i \theta_{\mu}} \tag{98}
\end{equation*}
$$

Since the total phase of the orbital $\psi$ is arbitrary, one can write absolute value signs on the expression

$$
\psi=\left(\begin{array}{ll}
c_{\mu} & \left|\sqrt{1-c_{\mu} C_{\mu}}\right| \tag{99}
\end{array}\right)\binom{g_{1}}{g_{2}}
$$

then

$$
\rho=\left(\begin{array}{ll}
\left|C_{\mu}\right|^{2} & \left|C_{\mu}\right|\left|\sqrt{1-C_{\mu} c_{\mu}^{*}}\right| e^{i \theta_{\mu}}  \tag{100}\\
\left|C_{\mu}\right|\left|\sqrt{1-C_{\mu} C_{\mu}^{*}}\right|_{e}^{i \theta_{\mu}} & 1-\left|C_{\mu}\right|^{2}
\end{array}\right)
$$

In the case of P real, $\theta_{\mu}$ is either $0^{\circ}$ or $180^{\circ}$. $0^{\circ}$ corresponds to $c_{1} g_{1}+c_{2} g_{2}$, a bonding orbital. $180^{\circ}$ corresponds to $c_{1} g_{1}-c_{2} g_{2}$, an antibonding orbital.

The implication for empirical wavefunction determination is that one should consider the self-terms as having a "hidden" phase that manifests itself in the cross-terms. For $P$ real,

$$
\begin{equation*}
P_{\mu \mu}=\left(+\sqrt{P_{\mu \mu}}\right)^{2} \text { or }\left(\sqrt{P_{\mu \mu \mu}}\right)^{2} \tag{101}
\end{equation*}
$$

for P complex,

$$
\begin{align*}
& P_{\mu \mu}=\left(\left|\sqrt{P_{\mu \mu}}\right| e^{i \theta_{\mu}} e^{-i \theta_{\mu}}\right)  \tag{102}\\
& P_{\mu \nu}=\left(\left|\sqrt{P_{\mu \mu}}\right|\left|\sqrt{P_{y \nu}}\right| e^{i\left(\theta_{\mu}-\theta_{\nu}\right)}\right) \tag{103}
\end{align*}
$$

this results because

$$
\begin{equation*}
P_{\mu \mu}=\left|C_{\mu}\right|^{2} \tag{104}
\end{equation*}
$$

The first step in determining any wavefunction is to choose the form of the basis functions. This is especially important with totally empirical wavefunctions. Since there are a limited number of data, one must use as few parameters as possible, and therefore as small a basis as possible, in order to have a larger number of data per paraneter. It is always possible to get a low $\in$ by overparametrizing the problem, but this would not be a meaningful approach to interpretation.

Since this thesis is mainly concerned with electron densities from x-ray diffraction, the effect of basis set on density is of more concern than that on energy. Including electron correlation in ab initio studies changes the density by at most about $1 \%(72)$, but basis set effects are two to three times as large (59).

The best type of basis function to use for atomic calculations is the Slater orbital. These can be forced to satisfy the electron-nuclear cusp condition (which is nice, but not relevant here),
and more importantly, they decay exponentially at large distances from the nucleus, which is a condition known to be satisfied by the exact wavefunction. However, many of the integrals required to calculate molecular properties in a Slater basis are analytically intractible, and often only numerical solutions exist $(73,74,75,76,77)$. In contrast, Gaussian orbitals decay too fast, have no cusps, but all integrals over such a basis $(19,21,49,77,78)$ are not only closed-form and analytic, they are usually quite simple. In order to simulate the desirable properties of a Slater orbital, one can superimpose several Gaussian "primitives" in a fixed ratio(79). Some are made very "tight" (large exponent) to simulate the cusp. Others are very "loose" to simulate the gradual decay of a slater (although this is unsatisfactory for very large distances). The remainder of the Gaussians can be optimized in an $a b$ initio calculation either to least-squares fit a Slater orbital, called STO-nG, or to minimize the energy. This set of Gaussians is treated as a single function, referred to as a "contracted" Gaussian. To improve an atomic calculation, one can add basis functions either of different radial dependence, or functions with higher angular momentum. The general formula for an atom-centered contracted Cartesian Gaussian orbital is

$$
\begin{align*}
& g=\left(x-x_{\text {atom }}\right)^{A}\left(y-y_{\text {atom }}\right)^{B}\left(z-z_{\text {atom }}\right)^{C X} \\
& \left({\underset{j}{c}}_{j} e^{-a_{j}\left(r-r_{a t o m}\right)^{2}}\right) \times \frac{1}{\sqrt{N_{o r}}} \tag{105}
\end{align*}
$$

where

$$
\begin{equation*}
r_{\text {atom }}=\left(x_{\text {atom }}, Y_{\text {atom }}, z_{\text {atom }}\right) \tag{106}
\end{equation*}
$$

is the position of the nuclear center; $a_{j}$ is the $j$ 'th exponent (large exponents are "tight" primitives); the $c_{j}$ are the contraction coefficients; and (Nor) is the normalization factor. The sum of $a+b+c$ is the angular momentum quantum number; with 0 being $s, 1$ as $p, 2$ as $d$, 3 as f,etc. Note that the radial dependence is that of a ls orbital. This is always taken to be the case. No analytic formulas over Gaussian $2 s, 4 s, \ldots$ primitives exist. Huzinaga has shown(80) that using 3s primitives has no advantages over ls primitives, and it takes more effort to evaluate the integrals. To convert from Cartesian Gaussian orbitals to spherical harmonic Gaussians is not overly difficult. The matrices in Table 5 below show the process for $s, p, d$, and $f$ orbitals. For example, the $4 f$ orbital $z\left(x^{2}-y^{2}\right)$ is
$-1 / \sqrt{2} g(0,2,1)+1 / \sqrt{2} g(2,0,1)$.
For molecular or crystal wavefunctions, atom-centered basis functions are not necessarily appropriate. A crucial feature of the density when two atoms bond to each other is a shift of the density from near the nuclei and from the opposite side of the atom to the bonding region. The Hellmann-Feymman Theorem dictates that the basis functions in a finite atom-centered expansion also move into the bonding region. There are two ways of modeling this effect. One way is to introduce higher-momentum atom-centered "polarization" functions,

Table 5
Conversion Between Cartesian Forms $x y^{A} B_{z} C$ and Real Spherical Harmonics

| $A+B+C=0$ |
| :---: |
| $(0,0,0)$ |

ls $\quad 1$
$A+B+C+1$ $(1,0,0) \quad(0,1,0) \quad(0,0,1)$

$2 \mathrm{p}:$| x | 1 | 0 | 0 |  |
| :--- | :--- | :--- | :--- | :--- |
| y | 0 | 1 | 0 |  |
|  | $z$ | 0 | 0 | 1 |

$A+B+C=2$

$$
\begin{array}{ccccccc} 
& (2,0,0) & (0,2,0) & (0,0,2) & (1,1,0) & (1,0,1) & (0,1,1) \\
3 \mathrm{~s} & 1 / \sqrt{3} & 1 / \sqrt{3} & 1 / \sqrt{3} & 0 & 0 & 0 \\
3 \mathrm{z}: \mathrm{z}_{2} & -1 / \sqrt{6} & -1 / \sqrt{6} & 2 / 6 & 0 & 0 & 0 \\
\mathrm{x}^{2}-\mathrm{y} & 1 / \sqrt{2} & -1 / \sqrt{2} & 0 & 0 & 0 & 0 \\
\mathrm{xy} & 0 & 0 & 0 & 1 & 0 & 0 \\
\mathrm{xz} & 0 & 0 & 0 & 0 & 1 & 0 \\
\mathrm{yz} & 0 & 0 & 0 & 0 & 0 & 1
\end{array}
$$

$A+B+C=3$ (cubic convention)
(300) (210) (120) (030) (021) (012) (003) (102) (201) (111)

$$
\begin{array}{rccccccccccc}
4 \mathrm{p}: & \mathrm{x} & 1 / \sqrt{3} & 0 & 1 / \sqrt{3} & 0 & 0 & 0 & 0 & 1 / \sqrt{3} & 0 & 0 \\
\mathrm{y} & 0 & 1 / \sqrt{3} & 0 & 1 / \sqrt{3} & 0 & 1 / \sqrt{3} & 0 & 0 & 0 & 0 \\
\mathrm{z} & 0 & 0 & 0 & 0 & 1 / \sqrt{3} & 0 & 1 / \sqrt{3} & 0 & 1 / \sqrt{3} & 0 \\
4 \mathrm{f}: \mathrm{z}\left(\mathrm{x}^{2}-\mathrm{y}^{2}\right) & 0 & 0 & 0 & 0 & -1 / \sqrt{2} & 0 & 0 & 0 & 1 / \sqrt{2} & \\
\mathrm{y}\left(\mathrm{z}^{2}-\mathrm{x}^{2}\right) & 0 & -1 / \sqrt{2} & 0 & 0 & 0 & 1 / \sqrt{2} & 0 & 0 & 0 & 0 \\
\mathrm{x}\left(\mathrm{y}^{2}-\mathrm{z}^{2} \mathrm{j}\right. & 0 & 0 & 1 / \sqrt{2} & 0 & 0 & 0 & 0 & -1 / \sqrt{2} & 0 & 0 \\
\mathrm{x}_{3} & 2 / & 6 & 0 & -1 / 6 & 0 & 0 & 0 & 0 & -1 / \sqrt{6} & 0 & 0 \\
y_{3} & 0 & -1 / \sqrt{6} & 0 & 2 / \sqrt{6} & 0 & -1 / \sqrt{6} & 0 & 0 & 0 & 0 \\
\mathrm{z} & 0 & 0 & 0 & 0 & -1 / \sqrt{6} & 0 & 2 / \sqrt{6} & 0 & -1 / \sqrt{6} & 0 \\
\mathrm{xyz} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}
$$

such as 2 p orbitals on hydrogen, which are combined to form hybrid orbitals with the desired features. Another way is to introduce functions which are not atom-centered(81); their positions are treated as another set of parameters to be optimized. Comparative ab initio studies $(82,83)$ show that equally good descriptions of molecular bonds can be obtained with only $1 / 3$ to $1 / 2$ as many extra basis functions by using these floating functions instead of polarization functions. These floating functions are usually taken, for purposes of simplicity (84), to be ls-type Gaussian primitives, called Floating Spherical Gaussian Orbitals, FSGO, bond functions, or simply floaters. The main reason that theoretical calculations don't use FSGO more often is that using them properly requires optimizing their positions and exponents separately for each new molecule - there is inherently no such thing as a "standard FSGO exponent." Also, each time one changes the position or exponent of a floater, or the position of an atom in a geometry optimization, all integrals involving floaters must be re-evaluated. Since up to half, and commonly $1 / 3$, of the computer time in an $a b$ initio Hartree-Fock calculation is spent evaluating integrals once, recalculating many of them on each iteration is an unpopular option. One compromise which is used(85) is to arbitrarily fix the floater position at the bond midpoint, and optimize only the exponent (to the nearest . $05 \mathrm{a} . \mathrm{u}^{-2}$ ). Sometimes, to compensate for this limitation, a set of 2 primitives is also placed at the bond midpoint, either with the same exponent as the ls-type floater, or with exponent
separately optimized. Optimizing the FSGO position makes the resultant wavefunction easier to interpret in terms of charge partitioning, and this partitioning is remarkably close to a separation into virial regions(86).

In a system with symmetry higher than $C_{\rho}$, one uses a contracted floater, with all primitives having the same exponent, but at positions related by symmetry. This is in contrast to a contracted atom-centered Gaussian, where the positions are the same, but the exponents differ. The FSGO contraction coefficients depend on the irreducible representation of the symmetry group desired. For example, in symmetry group $C_{i}$, with coordinate origin at the inversion center, one would get 2 sets of 2 floaters

$$
\begin{equation*}
\psi_{A_{g}}=(n o r m)\left(e^{\left.-a\left(r-r_{F S G O}\right)^{2}+e^{-a\left(r-r_{F S G O}\right)^{2}}\right)}\right. \tag{107}
\end{equation*}
$$

$$
\begin{equation*}
\Psi_{A}=(n o r m)\left(e^{-a\left(r-r_{F S G O}\right)^{2}}-e^{-a\left(r-r_{F S G O}\right)^{2}}\right) \tag{108}
\end{equation*}
$$

A more complicated example, shown in Table 6 and Figure 9, is that of group $D_{3 h}$, which is the atomic site symmetry in beryllium metal (see chapter 3 below) and graphite (see chapter 4 below). Here it is convenient to define the floater positions in terms of the polar coordinates $r, \theta, \phi$. The 12 floater positions are placed at $Q(r, \theta, \phi)$, where $Q$ is one of the 12 operations $\left(E, 2 C_{3}, 3 C_{2}, \sigma_{h^{\prime}}\right.$

Figure 9
Floating Spherical Gaussian Orbitals in $D_{3 h}(6 \mathrm{~m} 2)$ Symmetry


Table 6

## Floating Spherical Gaussians in $\mathrm{D}_{3 \mathrm{~h}}$ Symmetry and Their Contraction Coefficients for All Irreducible Representations

Long- Lat- Representation \# Distance itude itude $A_{1}{ }^{\prime} A_{2}^{\prime} E_{l a}^{\prime} E_{l b}^{\prime} E_{2 a}^{\prime} E_{2 b}^{\prime} A_{1}^{\prime \prime} A_{2}^{\prime \prime} E_{l a}^{n} E_{l b}^{\prime \prime} E_{2 a}^{n} E_{2 b}^{\prime \prime}$ $\begin{array}{lllllllllllllllll}1 & r & & \ddots & \phi & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ $2 \begin{array}{lllllllllllllll} \\ 2 & 120-\Theta & \varnothing & 1 & -1 & 2 & 0 & -2 & 0 & -1 & 1 & 2 & 0 & -2 & 0\end{array}$
 $4 \begin{array}{lllllllllllllll} & r & 240-\theta & \varnothing & 1 & -1 & -1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1\end{array} 1$ $\begin{array}{llllllllllllllll}5 & r & 240+\theta & \varnothing & 1 & 1 & -2 & 0 & -2 & 0 & 1 & 1 & -2 & 0 & -2 & 0\end{array}$ $\begin{array}{llllllllllllllllll}6 & r & -\Theta & \varnothing & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1\end{array}$

 $\begin{array}{llllllllllllllllll} & \mathrm{r} & 120+\theta & -\varnothing & 1 & 1 & 1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & 1\end{array}$ $\begin{array}{lllllllllllllllll}10 & r & 240-\theta & -\phi & 1 & -1 & -1 & -1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & -1\end{array}$ $11 \begin{array}{lllllllllllllll}\mathrm{r} & 240+\theta & -\varnothing & 1 & 1 & -2 & 0 & -2 & 0 & -1 & -1 & 2 & 0 & 2 & 0\end{array}$ $\begin{array}{lllllllllllllllll}12 & r & -\theta & -\phi & 1 & -1 & -1 & 1 & 1 & -1 & 1 & -1 & 1 & -1 & -1 & 1\end{array}$
$2 S_{3}, 3 \sigma_{v}$ ) of $D_{3 h}$. All irreducible representations are spanned at least once by the set of 12 floater primitives.

Figure 9 shows a set of 12 FSGO in $D_{3 h}$ symmetry from two views. In the upper view, looking down the x axis, the z axis (poles) appears as a vertical line, and both the $y$ axis and $x y$ plane (equator) appear as a horizontal line. The floaters, represented as shaded circles, are at a distance $r_{\text {FSGO }}$ from the central atom, at the six longitudes $\left\{0^{\circ}, 120^{\circ}, 240^{\circ}\right\} \pm \theta$, times the two latitudes $\pm \varnothing$, for a total of 1 distance times 6 longitudes times 2 latitudes equals 12 FSGO. The lower view, looking down the $z$ axis (polar projection), shows the $x$ axis as a horizontal line. The y axis, not drawn in here, would be a vertical line. The equator appears as the outermost circle.

The 12 floater positions, numbered 1 to 12 in column 1 of Table 6, are explicitly related to the 3 parameters $r, \theta, \phi$ by columns 2,3 , and 4 respectively. The 12 symmetrized representations of the point group $D_{3 h}$ that can be formed from the 12 FSGO by a unitary transformation are shown with the transform matrix in the remainder of Table 6. For example, the floaters can be combined into an $a_{\text {, }}{ }^{\prime \prime}$ basis function as $g_{a_{1}^{\prime \prime}}=1 / \sqrt{12}\left(g_{1}-g_{2}+g_{3}-g_{4}+g_{5}-g_{6}+g_{7}-g_{8}+g_{9}-g_{10}+g_{11}-g_{12}\right)$ or into one part of a doubly-degenerate rep as
$g_{e_{l a}^{\prime \prime}}=1 / \sqrt{24}\left(g_{1}+2 g_{2}+g_{3}-g_{4}-2 g_{5}-g_{6}-g_{7}-2 g_{8}-g_{9}+g_{10}+2 g_{11}+g_{12}\right)$.
The use of Floating Spherical Slater Orbitals is inadvisable, since
that would put a cusp where none belongs. Also, there is no reason to expect exponential die-off from the bonding region towards the constituent atoms.

Atom-centered polarization functions and FSGO are both ways of describing "deformation density;" the difference between atoms and a molecule. There is no easy way to convert from one to the other - a set of floaters can be expanded in an infinite series of polarization functions, and vice versa, but there is no one-to-one correspondence. Although it is more convenient to think in terms of ator-centered functions, this is an educational prejudice. Neither polarization functions nor floaters is inherently a "fundamental" approach, nor is one more "contrived" or ad-hoc than the other. The advantages of each are that FSGO yield a more compact representation, while polarization functions are less costly of computer time to use. No one has ever actually expanded any wavefunction in a truly infinite series; where to truncate the finite expansion, and whether to go to more centers or to higher angular momentum, is largely a matter of taste and convenience. For totally empirical wavefunctions of small systems, there is a leaning towards floaters because of their relatively fewer parameters, but for larger systems economic considerations dictate the use of polarization functions. The strongest argument against FSGO is that to directly compare ai initio and totally empirical wavefunctions for the same system, one would prefer to use the same LCAO basis for both; since the existing $a b$ initio calculation is almost certain to not use floaters, the totally empirical function shouldn't either.

Another common type of basis function, used mainly in ab initio solid-state wavefunctions, is the plane wave, either as the only functions, as Orthogonalized Plane Waves (87) Schmidt-orthogonalized to the atom-centered basis, or as a mixed Plane Wave/Gaussian basis $(88,89)$. These plane waves have been used for crystallography (90). They are in general unsuited for totally empirical calculations, since one must use hundreds of them to get satisfactory convergence.

A common technique both in ab initio calculations and in non-quantum models of Bragg scattering is the frozen-core approximation. Only the valence orbitals of a molecule or crystal are allowed to change; the core orbitals are all(91) kept "frozen" at the values determined by an atomic ab initio calculation. This approximation has at most about a $0.3 \%$ effect on the density(72). Ibtally empirical wavefunctions should certainly use the frozen-core approximation in almost all cases - one gets the core described excellently with no added parameters. Also in view of reference(72), appeals to "core expansion" should be viewed with sone suspicion.

Ab initio calculations involving large atoms often use pseudo-orbitals(92), and thus all core electrons are eliminated entirely from the calculations. A totally empirical wavefunction could use the same idea.

Pseudo-orbitals are of 2 types, core and valence. The requirement of orthogonality to the core fixes the form of the valence basis pseudo-orbitals. The prescription for $a b$ initio calculation of valence pseudo-orbital bases is well defined(92). The pseudo-core is obtainable from atomic ab initio calculations, and is used without modification. That is, the molecular pseudo-core is an atomic core. Note that using a pseudo-core is not eliminating the density "near" the nucleus; it is eliminating the canonical core orbitals from the calculation entirely. Valence electron density near the nuclei and its modification from one molecule to the next will still be described in using valence pseudo-orbital basis functions.

Note that using core pseudo-orbitals exclusively - assuming that all electrons are in the "core" and hence are unperturbed by molecule formation or crystal formation - is exactly the superposition of free spherical atoms approximation, also called the "promolecule," that is commonly used in crystallography.

In addition to the reduction in the size of the problem from using the frozen-core approximation, one can reduce the size of the problem still further by symmetry-blocking of the P matrix. In a symmetry-adapted basis, the P matrix can be written as

$$
\begin{equation*}
P=P_{\Gamma_{1}} \oplus P_{\Gamma_{2}} \oplus \ldots \tag{109}
\end{equation*}
$$

where each $P_{\Gamma}$ satisfies

$$
\begin{equation*}
P_{\Gamma}=P_{\Gamma}^{+} ; P_{\Gamma}^{2}=P_{\Gamma} ; \quad \operatorname{Tr} P_{\Gamma}=N_{\Gamma} \tag{110}
\end{equation*}
$$

and cross-terms between basis functions of different reps are necessarily zero by symmetry - each orbital in a symmetry-adapted basis must belong to one and only one irreducible representation of the group. Each rep mast be assigned $N_{\Gamma}$ electrons. In the single-determinant approximation, the $N_{\Gamma}$ are constrained to be integer, and each assignment of the $N_{\Gamma}$ corresponds to a different electron configuration of the system. The ground state of the system, in doubtful cases, will be the set of $\mathrm{N} \Gamma$ which best fits the available data.

This symmetry-blocking has reduced the number of parameters. Since

$$
\begin{equation*}
N=\sum_{\Gamma} N_{\Gamma} \quad ; \quad m=\sum_{\Gamma} m_{\Gamma} \tag{111}
\end{equation*}
$$

the number of $P$ matrix parameters has gone from

$$
\begin{equation*}
\left(\sum_{\Gamma} N_{\Gamma}\right)\left(\sum_{\Gamma^{\prime}} m_{\Gamma^{\prime}}-N_{\Gamma^{\prime}}\right)=\sum_{\Gamma \Gamma^{\prime}} N_{\Gamma}\left(m_{\Gamma^{\prime}}-N_{\Gamma^{\prime}}\right) \tag{112}
\end{equation*}
$$

to

$$
\begin{equation*}
\sum_{\Gamma} N_{\Gamma}\left(m_{\Gamma}-N_{\Gamma}\right) \tag{113}
\end{equation*}
$$

and the number of parameters symmetry-constrained to zero is

$$
\begin{equation*}
\sum_{\Gamma} \sum_{\Gamma^{\prime} \neq \Gamma} N_{\Gamma}\left(m_{\Gamma},-N_{\Gamma}\right) \tag{114}
\end{equation*}
$$

For the degenerate representations E,T,G, and $H$, one gets further reduction, since if the basis functions are arranged within each sub-representation in the same order,

$$
\begin{equation*}
P_{E}=P_{E}, P_{T_{X}}=P_{T_{y}}=P_{T_{z}}, \text { etc. } \tag{115}
\end{equation*}
$$

and thus for purposes of counting parameters, degenerate reps are counted once only, not $2,3,4$, or 5 times.

Chapter 4 below makes use of the preceding symmetry discussion to outline a procedure for determining totally empirical Bragg wavefunctions for graphite and for diamond.

In the preceding discussion, it was assumed that the basis functions were orthonormal and symmetry-adapted. If one uses a non-symmetrized basis, great care must be exercised. The observable density $\rho(r)$ always belongs to the totally symmetric representation $\Gamma_{1}$ of any group. An orbital $\psi$ belonging to any irreducible representation of the group will yield a density of the proper symmetry. However, non-symmetrized basis functions, which belong in general to a reducible representation, will usually yield a density of the wrong symmetry. As a trivial example, in $C_{i}$.

$$
\begin{equation*}
(\text { odd })^{2}=(\text { even })^{2}=\text { even, but }(\text { odd }+ \text { even })^{2}=(\text { odd }+ \text { even }) \tag{116}
\end{equation*}
$$

If one has hybrid orbitals, say a set of $\mathrm{sp}^{2}$ orbitals in a $\mathrm{C}_{3}$ environment, these must be viewed as members of a degenerate set, and populated according to equation (115). Better yet would be to always use symmetry-adapted basis functions. The three $s p_{2}$ hybrids mentioned above span $A$ and $E$ of $C_{3}$, not just one rep.

It has been suggested(41) that one can further reduce the number of parameters in the $P$ matrix by making the approximation that certain cross-terms are zero, not by symmetry, but because they are "expected" to be small.

One can, for example, treat each water molecule in an ice crystal separately, with no cross-terms in $P$ between functions on different waters. A refinement of sodium azide could be constrained to have one P matrix for $\mathrm{Na}^{+}$and another for $\mathrm{N}_{3}{ }^{-}$. When doing this, keep in mind that a quantum $P$ matrix has an integer trace - one cannot have separate $P$ matrices for $\mathrm{Na}{ }^{(1-\chi)-}$ and $\mathrm{N}_{3}(1-\chi)-$.

The two most common types of constraint are called the "two-center" and "one-center" approximations. In the "two-center approximation" this expectation of negligibility comes from the two basis functions involved in the cross-term being on atoms not considered bonded to each other. For example, in the molecule $\frac{\mathrm{H}}{\mathrm{F}} \mathrm{C}=0$

$$
\underline{p}=\left(\begin{array}{llll}
\mathrm{P}_{\mathrm{HH}} & 0 & \mathrm{P}_{\mathrm{CH}} & 0  \tag{117}\\
0 & \mathrm{P}_{\mathrm{FF}} & \mathrm{P}_{\mathrm{CF}} & 0 \\
\mathrm{~F}_{\mathrm{HC}} & \mathrm{P}_{\mathrm{FC}} & \mathrm{P}_{\mathrm{CC}} & \mathrm{P}_{\mathrm{CO}}
\end{array}\right)
$$

This can be implemented by defining p parameters which use the same basis functions, but each corresponds to either an atomic or a bonding feature, e.g.
$\mathrm{p}^{\mathrm{p}} \mathrm{p}_{\mathrm{CH}}$ bond ${ }^{+\mathrm{p}_{\mathrm{F}} \text { atom }}{ }^{+\mathrm{p}_{\mathrm{CF}} \text { bond }}{ }^{+\mathrm{p}_{\mathrm{C}} \text { atom }}{ }^{+\mathrm{p}_{\mathrm{C}}=0 \text { bonds }}$

$$
\begin{equation*}
+\mathrm{p}_{\mathrm{O} \text { atom }}+\mathrm{p}_{\mathrm{H}} \text { atom } \tag{118}
\end{equation*}
$$

A problem with this is that, since the $P$ sub-matrices do not refer to disjoint sets of basis functions, one could conceivably wind up overpopulating a particular basis function, violating the quantum constraint of equation (88). One solution would be to check any wavefunction refinement using equation (118) once every few iterations to be sure that the total $P$ matrix is idempotent, normalized, and Hermitian; if not it should be fixed up and possibly the two-center approach should be modified.

The most extremely constrained approach is the one-center method, wherein the $P$ matrix is treated as the direct sum of each atom's $F$ sub-matrix. In the $\mathrm{F}^{H} \mathrm{C}=0$ example,

$$
\mathrm{P}=\left(\begin{array}{llll}
\mathrm{P}_{\mathrm{HH}} & 0 & 0 & 0  \tag{119}\\
0 & \mathrm{PFF}^{0} & 0 & 0 \\
0 & 0 & \mathrm{P}_{\mathrm{CC}} & 0 \\
0 & 0 & 0 & \mathrm{P}_{\mathrm{OO}}
\end{array}\right)
$$

Each atom then has an integer charge, and covalent bonding cannot be described. This is the approximation to use when comparing quantum Bragg refinements to multipole Bragg refinements, where the one-center approximation is almost always used to prevent over-parametrization.

A one-center quantum p-matrix is exactly equivalent to a multipole refinement with quantum constraints, as I will now proceed to show. Given $m$ orbital basis functions $g_{i}$, one can construct $m(m+1) / 2$ density basis functions, or multipole functions,

$$
\begin{equation*}
M_{i j}=g_{i} g_{j} \tag{120}
\end{equation*}
$$

Table 7 displays the correspondence between one-center orbital products of Cartesian Gaussians and Hirshfeld-type (42) multipoles. Thus, one could convert a multipole refinement program to a one-center totally empirical wavefunction refinement program with only a small amount of effort. Note that the correspondence equation (120) is one->many. The results of a multipole refinement cannot uniquely be converted to a wavefunction, not even to a wavefunction that violates quantum constraints.


To take an example, we see that an orbital sp basis leads uniquely to monopoles from $s-s$ terms, dipoles from $s-p$ terms, and quadrupoles both mixed (1 1 0 from $p_{x}-p_{y}$ terms, 101 from $p_{x}-p_{z}$, and 011 from $p_{Y}-p_{z}$ ) and unidirectional (200 from $p_{x}^{2}, 020$ from $p_{Y}{ }^{2}$, and 002 from $p_{z}{ }^{2}$ ). However, multipoles cannot be decomposed uniquely into orbitals. For example, we see that the mixed quadrupole 110 can be decomposed either into a $p_{x}-p_{y}$ product, or an $s-d_{x y}$ product.

If the basis $g$ is not orthonormal, one must correct for this by the use of an overlap matrix $S(91)$ with elements

$$
\begin{equation*}
s_{i j}=\left\langle g_{i} \mid \quad g_{j}\right\rangle \tag{121}
\end{equation*}
$$

The equation for scattering amplitude is modified to

$$
\begin{equation*}
\mathrm{F}_{\mathrm{Cal}}(\mathrm{~K})=\operatorname{Tr} \mathrm{PS}^{-1 / 2} \mathrm{f}(\mathrm{~K}) \mathrm{S}^{-1 / 2}=\operatorname{Tr} S^{-1 / 2} \mathrm{PS}^{-1 / 2} \mathrm{f}(\mathrm{~K}) \tag{122}
\end{equation*}
$$

In equation (122), the two versions are correcting respectively the basis and the $P$ matrix. When using the $P$ iterative equations (67), it is more convenient to correct the basis. When using the descent method of equation (90), either convention is equally good. To see what the wavefunction looks like in the original basis, one can examine the matrix $R$ defined by

$$
R=S^{-1 / 2} P S S^{-1 / 2}
$$

When adding a new basis function, the initial guess at $P^{\prime}$ should de

$$
P^{\prime}=(S)^{1+1 / 2}\left[\begin{array}{cc}
5^{-1 / 2} P S^{-1 / 2} & 0 \\
0 & 0
\end{array}\right]^{(S)^{+1 / 2}}
$$

## Chapter III. Beryllium Metal

The only example in this thesis, or indeed anywhere in the literature as of March 1984, of applying the method of chapter 2 to real data from an actual experiment on a real crystal - in no sense artificial data - is this chapter, wherein the formalism is applied to beryllium metal.

The (as yet unpublished ) x-ray diffraction study of beryllium metal by Larsen and Hansen(56) provides a sensitive test of the formalism. Beryllium crystallizes in space group $\mathrm{P6}_{3} / \mathrm{mmc}$, \#194, at the 2 positions "c" of the Wyckoff notation. There are 2 asymmetric units per cell, with one atom in each. The site symmetry is $\overline{6} \mathrm{~m} 2$, or $\mathrm{D}_{3 \mathrm{~h}}$. The structure is illustrated in Figure 10. There are several reasons why beryllium is a good first case.

First - it's a simple structure. Beryllium is nearly hexagonal-close-packed. There is only atom per asymmetric unit. The position of that atom is fixed by symmetry. In the spin-paired approximation, this one atom has only one valence orbital.

Second - beryllium is interesting. It has a very high Debye temperature for a metal: $1440^{\circ} \mathrm{K}$. The large diamagnetic susceptibility, and the fact that beryllium is brittle at room temperature, point to beryllium being not quite metallic. As a
consequence of these facts, beryllium has been extensively studied both experimentally and theoretically(56).

Third - beryllium has half its electrons in the valence shell, so the electron redistribution might be easy to spot. Unfortunately, this is not the case. $97 \%$ of the scattering power comes from the ls core, and less than half of one percent can be attributed to bonding effects.

Fourth - because reason three didn't work out, and bonding and deformation effects are so small, the phases of all reflections are determined by the free-atom model.

Fifth - the diffraction data for beryllium are excellent. Larsen and Hansen have recently done a very careful study (56), and their 58 data extend out to $1.2 \AA^{-1}$, with an average reported error of only $0.39 \%$ in $\sigma(F) / F$. In fact, the errors are even less than this, as will be explained below.

Several models of beryllium were tried. The first was the free-atom model. The beryllium atomic wavefunction expansion in 10 s-type Gaussians by Huzinaga(80), shown in Table 8, was used. Only three parameters were refined - an experimental scale factor $1 / \mathrm{S}$, and the two vibrational parameters $\mathrm{U}_{11}$ and $\mathrm{U}_{33}$. From symmetry,

$$
\begin{equation*}
\mathrm{U}_{11}=\mathrm{U}_{22}, \mathrm{U}_{12}=\mathrm{U}_{13}=\mathrm{U}_{23}=0 \tag{125}
\end{equation*}
$$

## Table 8

## The 10-Gaussian Beryllium Atom Basis of Huzinaga(80)

| i | $a_{i}$ | ls coefficient | 2s coefficient |
| :---: | :---: | :---: | :---: |
| 1 | 3.66826 | . 43211 | -. 10274 |
| 2 | 32.6562 | . 08689 | -. 01628 |
| 3 | 117.799 | . 02239 | -. 00414 |
| 4 | 532.280 | . 00422 | -. 00077 |
| 5 | 1.35431 | . 33942 | -. 15719 |
| 6 | 0.38905 | . 03710 | . 04809 |
| 7 | 0.15023 | -. 00791 | . 59099 |
| 8 | 10.4801 | . 24152 | -. 04911 |
| 9 | 3630.38 | . 00053 | -. 00010 |
| 10 | . 052406 | . 00183 | . 47194 |
| $g_{j}=\sum_{i=1}^{10}\left(\frac{2 \pi}{a_{i}}\right)^{.75} c_{i j} e^{-a_{i} r^{2}}$ |  |  |  |

This lead to the results of Table 9. Refining on $\epsilon_{3}^{\prime}$ lead to $w R_{3}$ of $.00419, R_{f}$ of .00544, with a goodness of fit $\operatorname{GOF}_{3}{ }^{W}=1.67$. Adding the only symmetry-allowed third cumulant $\mathrm{C}_{1 / 2}$ led to $\mathrm{WR}_{3}$ of $.00385, \mathrm{R}_{1} .00532$, and $\mathrm{GOF}_{3} W=1.55$, as shown in Table 9.

Thus it can be seen that any deviation from free-atom behavior in beryllium is small. The cumulant expansion is illustrated in Figure 11.

When approaching the limit of the data so closely, and with such good data, it is advisable to examine closely the data itself. Larsen and Hansen collected a full sphere of data on two wavelengths (Mo and Ag ) and yet only report 58 numbers. Appendix C contains the averaged intensities for each radiation separately, for those symmetry-unique reflections that were judged by the experimentalists to be of "significant" intensity. The errors reported for the 58 fully averaged reflections are listed with the $F_{o b s}$ values in Appendix $C$, and these errors are graphed in Figure 12.

The errors fall naturally into 2 groups; high angle data with minute errors averaging . 0017 electrons, and low-angle data with 4 times as much error in $\sigma(F) / F$ and 10 times as large an absolute error G(F). This is not a result of the experiment itself. It is a result of the low-angle data being artificially weighted out relative to that

Figure 10

Nuclear Positions in Beryllium Metal
from Reference (56)


Figure 11

Cumulant Expansion for Beryllium Nuclei
$F_{\text {Thermally }}^{\text {RIGID }}$ BODY ${ }^{\text {Breared }}=F_{\text {at-rest }} X$

$$
\underbrace{\exp \left(2 \pi i \sum_{i} h_{i} x_{i}-\right.}_{\text {lst cumulant }} \underbrace{\sum_{i j} h_{i} h_{j} U_{i j}}_{\text {position cumulant }} \underbrace{i n d}_{\text {width }} \underbrace{\left.\sum_{i j k} h_{i} h_{j} h_{k} C_{i j k}+\ldots\right)}_{\text {skewness }}
$$
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Table 9
Beryllium Model One: The Free Atom
$W_{3}, 3$ parameters
\% covariance with: $U_{11} \quad U_{33}$

$$
\mathrm{wR}_{3} .00419
$$

$U_{11} .022114$ ( 86 )
$\mathrm{U}_{33} .019438(99)$
1/S. 9936 (17)

| 11 | $\mathrm{WR}_{3}$ | .00419 |
| :--- | :--- | :--- |
| 58.9 | $R_{1}$ | .00544 |

$\mathrm{R}_{3}$, 3 parameters

$W_{3}, 4$ parameters


R3, 4 parameters
$\begin{array}{lllllll}\text { \% } \\ \text { (2200) } & \text { covariance with: } & C_{112} & U_{11} & U_{33} & & \\ R_{3} & .01040\end{array}$
$\begin{array}{cccccc}\mathrm{C}_{112}-.00008(2200) & -3.0 & & & R_{3} & R_{3} \\ \mathrm{U}_{11} .02244(80) & & .01040 \\ \mathrm{U}_{33} .01972(97) & -1.0 & 11.2 & & R_{1} & .00542 \\ 1 / \mathrm{S}^{33} .9996(70) & -1.7 & 60.8 & 52.8 & & \end{array}$

Table 10
Beryllium Model Two: The Spherical Atom

| \% covariance with. ${ }^{W} \mathrm{WR}_{3}, 5$ parameters |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{\circ}$ covariance with: | $\mathrm{U}_{1 /}$ | $\mathrm{U}_{33}$ | 1/ | $5 / 5$ |  |
|  |  |  |  |  | $\mathrm{wR}_{3} .00418$ |
| $\mathrm{U}_{33} \cdot 01946$ (50) | 98.6 |  |  |  | R1.00543 |
| 1/S . 9936 (60) | -90.2 | -89.8 |  |  |  |
| Sis 1.000 (21) | 92.9 | 92.4 | -92.6 |  |  |
| $\zeta_{2 s} 1.009$ (73) | 11.9 | 12.3 | -5.0 | -21.6 |  |
| $\mathrm{R}_{3}, 5$ parameters |  |  |  |  |  |
| \% covariance with: | $\mathrm{U}_{1 /}$ | $\mathrm{U}_{33}$ | 1/S | 5/s |  |
| $\mathrm{U}_{11}$. 0225 (40) |  |  |  | /s | $\mathrm{R}_{3} .01040$ |
| $\mathrm{U}_{33} .0198(38)$ | 96.4 |  |  |  | R/, 00552 |
| 1/5.999 (19) | -83.6 | -83.1 |  |  |  |
| $S_{15} 1.00$ (13) | 98.3 | 97.6 | -89.0 |  |  |
| $\zeta_{25} 1.02$ (14) | 66.1 | 66.3 | -79.5 | 66.7 |  |



| $U_{11}$ | $.02214(48)$ | -9.7 |  | $W_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $U_{33}$ | $.01946(50)$ | -9.9 | 98.6 | $R_{1}$ |
| .00384 |  |  |  |  |

$1 / S^{33} \quad .9936(62) \quad 9.1-90.3-90.0$
$\begin{array}{lllllll}\zeta_{1 s} 1.00(2) & -7.5 & 93.0 & 92.4 & -92.6 & \\ \zeta_{2 s} & 1.01(6) & -6.4 & 12.4 & 12.8 & -5.5 & -21.1\end{array}$


$$
\begin{array}{llllll}
\mathrm{C} .00002(2300) & & 112 & 33 & & \mathrm{R}_{3} \\
.01040 \\
\mathrm{U}_{\|} .0225(40) & -2.4 & & & \mathrm{R}_{1} & .00552
\end{array}
$$

$$
\begin{array}{rrrrr}
U_{33} & .0198(49) & -2.1 & 96.4 & \\
1 / S^{S} & .999(23) & 0.4 & -83.6 & -83.1
\end{array}
$$

$$
\begin{array}{lrllll}
\zeta_{1 s} 1.00(13) & -1.9 & 98.3 & 97.6 & -89.0 & \\
\zeta_{2 s} 1.02(14) & 0.5 & 66.1 & 66.3 & -79.5 & 66.7
\end{array}
$$

Table 11

## Beryllium Model Three: Quantum Wavefunction

## Refined on Unweighted $\boldsymbol{\epsilon}_{3}$ 6 Parameters



Table 12

## Beryllium Model Four: Multipole Expansion

Refined on Unweighted $\epsilon_{3}$ 6 Parameters

```
% covariance with: W.53(12)
    r 2.42(50) 6.7 䣃.00237
    a . 190(32) -95.9 -3.0
    U .02196(39) -84.5 -20.1 78.7
    U .01912(38) -81.0 -11.8 73.4 72.9
1/S .9982(25) -70.2 -30.8 63.8 84.0
        Note that }\phi\mathrm{ refined to 93(8) degrees, and }0\mathrm{ was unrefineable.
```


## Table 13

Wavefunction Predictions of $\mathrm{F}(\mathrm{K})$
Type of Wavefunction Authors R/ for Larsen Data
"ab initio" Chou, Lam, Cohen(93) ..... 012
density functional
ab initio LCAO Dovesi, Pisani, Ricca, ..... 008
Roetti (94)
atomic SCF (free atom) Huzinaga(80) .....  00542
totally empirical Goldberg, Massa, .....  00249
Frishberg, Boehme,
LaPlaca(29)
ERROR IN DATA Larsen, Hansen(56) ..... 00491
at low angles. This was imposed by Larsen(56) in order, he says,to "achieve even weighting over the total data set."

This approach tends to obscure the inadequacies of their free-atom model in the regions where charge redistribution contributes most heavily. In view of this, all refinements were performed on the unweighted error $E_{3}$. Goodnesses-of-fit are of doubtful value when the data weighting scheme is in doubt, and are not reported here.

Re-refining the free-atom model led to the results of Table 9. Note that much has changed - the largest shift in parameters is in $C_{/ / 2}$, which has gone from .0033(10) to $-.0001(100)$.

To check for core expansion, and to reoptimize the 2 s exponent, two orbital scaling factors $S$ were put in as adjustable parameters according to

$$
\begin{align*}
& g_{1 s}=\left(\sum_{j=1}^{10} c_{j, 1 s} S_{1 s} g_{j}\right) \text { (Norm) }  \tag{126}\\
& \varepsilon_{2 s}=\left(\sum_{j=1} c_{j, 2 s} S_{2 s{ }_{j}}\right) \text { (Norm) } \tag{127}
\end{align*}
$$

$\zeta=1$ corresponds to Huzinaga's value. Coppens(16) refers to this model 2 as a "kappa refinement," or "spherical atoms." As Table 10 shows, the frozen core approximation holds remarkably (the core optimizes to its free-atom value to $\pm .01 \%$ ) and the 2 s shell is optimal to within experimental error at its free-atam value. Also note that
the ls scaling factor (which multiplies all 10 Gaussian exponents) is an ill-defined parameter with enormous covariances to the other parameters. Any appeal to core expansion is definitely not justified in this model.

Model 3 adds a set of 12 FSGO to the basis. This model thus has 8 parameters: $1 / \mathrm{s}, \mathrm{U} / /, \mathrm{U}_{33}$ non-electronic; $\mathrm{r}, \theta, \phi, a$ for the floater, and its population parameter $C_{F}$ as electronic parameters. Since, in the spin-paired approximation, there is only one valence orbital, and from the excellent fit to a free-atan model, this must be mainly beryllium 2 s , the wavefunction is written as

$$
\begin{equation*}
\Psi=a\left(\Psi_{1 s} \alpha \beta \quad\left(C_{1} \Psi_{2 s}+C_{2} g_{F}^{a_{1}^{\prime}}\right)_{\alpha \beta}\right) \tag{128}
\end{equation*}
$$

and the contracted set of 12 floaters is set to the $A_{j}$ ' rep, to which the 2 s orbital belongs. The frozen core approximation is invoked. This leads to $R_{3}=.00247, R_{1}=.00249$. Adding the third cumulant yields no change; the third cumulant refines to 0 . The results are presented in Table 11.

The quantum model 3 uses several approximations. First, it is not truly a molecular description. Rather it is a quasi-molecular description of a single asymmetric unit; basically a one-center expansion. The effects of crystal formation are included implicitiy in a crystal-field way; the bound Be atcm is deformed quantum-mechanically in accordance with the site symmetry. In other words, the model is a
one-center quantum-constrained multipole expansion. This will facilitate comparison with the V-M multipole model 4.

Second, the P matrix has been constrained to be real, even though the site symmetry does not require it. This approximation could be eliminated in a future refinement.

Third, the model uses only a single deteminant, even though the Be atom has an extremely low-lying $1 s^{2} 2 p^{2}$ excited state of the same symmetry. The model fits the data well enough that this approximation seems justified with the current data.

Fourth, both models 3 and 4 use a small basis set of only 2 valence functions. As will be shown below, this was necessary.

In the quantum model 3 , the density $\rho$ can be written as

$$
\begin{align*}
\rho=\psi \psi^{+}=\psi_{1 s}^{2} & +R_{2 s 2 s} g_{2 s}^{2}+R_{2 s} F g_{2 s} g_{F}  \tag{129}\\
& +R_{F F} g_{F}^{2}
\end{align*}
$$

or, in terms of the basis of 22 primitive Gaussians,

$$
\begin{equation*}
\rho=\left(\sum_{i=1}^{10}\left(c_{i}^{1 s}+c_{2 s} c_{i}^{2 s}\right) g_{i}+\sum_{j=1}^{12} c_{F S G O}\left(\text { Nor }{ }_{F S G O}\right) \cdot 1 / \sqrt{12} s_{j}\right)^{2} \tag{130}
\end{equation*}
$$

The full expression for the structure factor is

$$
\begin{gather*}
F_{c a 1}(K)=\frac{1}{S} e^{-U_{11}\left(K_{x} 2+K_{y} 2\right)-L_{33} K_{z}^{2} X}  \tag{131}\\
T \approx\left(P S^{-1 / 2}(K) S^{-1 / 2}\right.
\end{gather*}
$$

where

$$
\begin{equation*}
f_{\mu \nu}(k)=\left\langle g_{\mu}\right| e^{i k \cdot r}\left|g_{\nu}\right\rangle ; S_{\mu \nu}=f_{\mu \nu}(0) \tag{132}
\end{equation*}
$$

A Varghese-Mason non-quantum model, model 4, in the same basis of Huzinaga's STO-10G expansion of the atomic $1 s$ and $2 s$ orbitals, and a set of 12 floaters, was also refined - see Table 12. As expected (104), the non-quantum model fits the data somewhat better. The density is written as a sum of additive density pieces

$$
\begin{equation*}
\rho=\rho_{1 s}+W_{2 s} \rho_{2 s}+W_{F}\left(\sum_{i=1}^{10} \rho_{F_{i}}\right) \tag{133}
\end{equation*}
$$

where the density is normalized as a constraint, but the density pieces are not orthogonal. Each floater set is a simple sum of 12 overlapping density pieces. There are no cross-terms between the 12 FSGO, nor between any of the floaters and the $2 s^{2}$ density piece. The normalization condition is simply
$W_{2 s}+W_{\text {FSGO }}=N(1$ in this case $)$
The model cannot be decomposed uniquely into orbitals. If some of the $W_{i}$ were sufficiently less than zero, positron regions would appear. This did not happen in the case of beryllium metal with this particular basis.

Adding a second set of floaters seems to not be possible with this data. Although an attempt was made to do so, the computer program was unable to refine such a model. In the case of a quantum 2-floater basis, covariances between parameters often exceeded 99\%. The V-M

2-floater refinement caused the program to crash due to $100 \%$ correlations.

All calculations were done using the program TREFOIL, listed in Appendix D.

The true test of whether a non-free-atom model is justified by the data is Hamilton's R-ratio test(68), which is set up for refinements on $\mathrm{wR}_{3}$. The ratio of model 1 without third cumulant to model 1 with third cumulant is

$$
\begin{equation*}
.00419 / .00385=1.088 \tag{135}
\end{equation*}
$$

for 58 data, and adding a fourth parameter, the various significance levels are :
$1.033=.05$ ( $95 \%$ certain to be significant);
$1.050=.01$ (99\% significant);
and the most stringent test -
$1.085=.005 ;$
Thus it is justified at the $99.5 \%$ level to say that the thermal motion is anharmonic.

Comparing model 2 to model l, both without third cumulant,
$w R_{3}(2) / w R_{3}(1)=1$, which is insignificant at any level.

Comparing models 1 and 3, or models 1 and 4, the final refinement added 3 parameters $\mathrm{r}_{\text {FSGO }}{ }^{\prime} \mathrm{C}_{\text {FSGO }}$ or $W_{\text {FSGO }}$, and $\mathrm{a}_{\text {FSGO }}$. The significance test for adding 3 parameters requires an R-ratio of at least 1.13 to be 99.5 sure. Both models improve $R_{3}$ by far more than this. The improvement is certainly significant at all levels.

Although Hamilton's test is not really set up for unweighted refinements, one can use them if a standard deviation of .001 electrons is used for all reflections. Note that use of $\sigma=1$. electron would cause the calculated GOF to be .001 times as large as it should be. Unit wighting does not mean a weight of 1.000 , it means assuming equal errors in all data of 1 in the least significant digit.

The model 3 value of $U_{33}$ agrees within the error bars of each with the neutron value. The $U_{1 /}$ is $6.5 \sigma$, or $3.4 \%$, off. The free-atom model $l$ is also in agreement with the neutron-scattering value for $\mathrm{U}_{33}$, and $7 \sigma$ off for $\mathrm{U}_{11}$. $\mathrm{U}_{1 /}$ is . 02132 from neutrons(56); $\mathrm{U}_{33}$ is .01929.

Compare the scattering factor predictions from various wave functions in Table 13. As you see, the totallly empirical wave function fits the data best. The lowest energy comes from Cohen's group, which, surprisingly, fits the data worst. This may be due to Cohen's plane wave basis, which converges very slowly.

The results clearly show that one can indeed distinguish vibrational from electronic effects. The J matrix elements connecting the 2 are quite small in most cases. An exception is $W_{F S G O}{ }^{V M}$

Compare the results of the quantum and $V-M$ models. Since the multipole model used has no cross-terms, and the cross-term 2s-FSGO in the quantum model contributes about 20 times as much scattering power as the self-term FSGO ${ }^{2}$, one would expect the multipole floater distance to be quite near to the quantum cross-term distance,

$$
\begin{equation*}
2.42 \mathrm{au}=r_{F}^{V M} \sim \frac{a_{F}^{Q M} \Gamma_{F}^{Q M}}{a_{25}+a_{F}^{Q M}}=(.363)(3.29) /(.150+.363)=2.33 \mathrm{au} \tag{136}
\end{equation*}
$$

The exponent on the $V-M$ floater, which is a density basis function, ought to be equal to the quantum cross-term exponent,

$$
\begin{equation*}
a_{F}^{V M} \sim .150+.363=.513 a u^{-2}=a_{2 s_{2}}+a_{F}^{Q M} \tag{137}
\end{equation*}
$$

but is in fact. $190 \mathrm{au}^{-2}$, much more diffuse. This could be due to the multipole trying to smear out so as to mimic the elongation of the quantum model.

With a non-quantum model, the lack of cross-terms means that one cannot say which atom "owns" which floater. The quantum model, however, can uniquely assign FSGO to atoms since each FSGO has two positions - a self-term and a cross-term.

In a comparison of the results of free-atam, quantum, and non-quantum model refinements of Larsen's data, quantum and non-quantum both fit the data well, so a comparison of the two must be based on how each can be interpreted. The non-electronic parameters come out about the same, which shows that both quantum and non-quantum models can separate vibrational and electronic effects.

The covariance matrices $J$ are quite different. The quantum model has far more uncoupled of electronic and vibrational parameters. That is, no quantum model electronic parameter can be modeled as well by a combination of vibrational parameters as in the more correlated non-quantum case. However, the quantum model shows severe correlation between floater coefficient and overall scale. Curiously, a quantum electronic model has reduced the correlation between vibrations from large ( $72.9 \%$ ) to insignificant ( $36.4 \%$ ), even though the difference between the models has nothing to do with vibration.

The non-quantum model has a much higher fraction of its charge localized on the floaters, because the lack of cross-terms prevents charge from being shared between $2 s$ and FSGO. This ability to describe charge sharing with a quantum model leads to a more meaningful physical interpretation, since most chemical interactions are to some degree covalent.

A detail of both the quantum and non-quantum calculations which is important for experimental crystallographers is the weighting scheme employed. The usual practice in charge-density refinements is to
refine the non-electronic parameters using a free-atam model and high-angle data, and then to hold these values fixed while refining the electron-density parameters from "low-angle" data. This can lead to severe errors at the nuclear positions(95) and hence poor values for electric field gradients and the Fermi contact interaction. Low-angle data also contain information on vibration and scale factor, and high-angle intensities contain some information on charge density. The residual error for the beryllium refinement does not suffer from such drastic errors. This is partly because all parameters were refined simultaneously using the full data set, and the same data weighting scheme for both electronic and non-electronic parameters. No artifical high-angle or low-angle cutoffs were used, as these would have biased the result. Every data point should be allowed to influence every parameter $(96,97,98)$. Let the model itself separate out vibrations and electron density - as was shown before, it can do that.

The proper comparison is the absolute error, not the relative error (97) - an error of .001 electrons is as severe for a strong reflection as for a weak one. Based on these results, it would seem that experimentalists should aim for a constant error $\sigma$ (F) in their Bragg amplitudes(98). This is especially important for strong reflections, where the extra measuring time would not be prohibitive, and could have a large effect on the result. The quantum model is consistent with the bonding in beryllium being
a five-center interaction, with all pointing to the trigonal bipyramid. The non-quantum model is consistent with a four-center tetrahedral interaction(99). The planes of Be atoms are 3.3866(2) au apart along the $c$ axis. If the floater were at exactly $\oint=90^{\circ}, r=3.3866$, it would be in the middle of the trigonal bipyramidal hole, at special position "c" of the Wyckoff notation, surrounded by 2 equidistant "axial" atoms along the c axis, and 3 equidistant "equatorial" atans in the ab plane. This would be a 5-center bond. The center of the tetrahedral hole is 2.5400 (2) au away, also along the $c$ axis. This position is surrounded by a tetrahedron of equidistant Be atams. In both the refinements of models 3 and 4 , the angle of the floater refined to a value insignificantly different from $90^{\circ}$; both quantum and non-quantum floaters refined from a set of 12 at general position " 1 " to a set of 2 at special position " $f$ " of the Wyckoff notation; in both models the floaters are directly above and below the atoms. Since the quantum distance refines to $3.2(2) \mathrm{au}$, and the V-M distance to $2.42(5) \mathrm{au}$, one can say that the quantum model points to a 5-center bond, and the non-quantum model to a 4-center bond.

Figure 13
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Chapter IV. Graphite and Diamond

In this chapter, two structures will be reviewed in detail, outlining how to obtain totally empirical wavefunctions for graphite, an infinite sheet structure, and diamond, an infinite network. This is not to say that the method cannot be applied to molecular crystals indeed, molecular crystals are much easier.

For a molecular crystal, the $P$ matrix refers to one molecule, and there aren't any complications due to intercell bonds. In graphite and diamond, the problem is more complicated. It is not possible to construct a unit cell with an entire molecule of graphite or diamond inside. Any unit cell will have bonds "sticking out" of it. To properly describe covalent bonding, one must have cross-terms in $P$ between the two bonded atoms. This means that the P matrix for one cell must include basis functions centered on the neighboring cells. Even if one uses a basis of Wannier functions, this is the case - what is causing the extra complication is not the symmetry, but the bonding. Every basis function for an atom involved in these intercell bonds will be referred to by at least two P matrices: its own and that of each other cell to which it is bonded. The scattering power for the self-terms $\mathrm{f}_{\text {ii }}$ are identical in both cells; what allows the refinement to succeed is the existence of cross-terms $P_{i j}$ and $f_{i j}$ where $i$ and $j$ refer to basis functions in different unit cells. This
scattering element $f_{i j}$ is not the same as, nor can it be simulated properly by, any intracell cross-terms.

In more mathematical terms, if the bonding orbital

$$
\begin{equation*}
\psi_{\text {bond }}=c_{1} g_{1}+c_{2} g_{2} \tag{138}
\end{equation*}
$$

then the associated density

$$
\rho(r)=\quad \operatorname{Tr}\left(\left(\begin{array}{ll}
c_{1} c_{1}^{*} & c_{1} c_{2}^{*}  \tag{139}\\
c_{2} C_{1}^{*} & c_{2} c_{2}^{*}
\end{array}\right)\left(\begin{array}{ll}
g_{1}^{*} g_{1} & s_{1}^{*} g_{2} \\
g_{2}^{*} g_{1} & g_{2}^{*} g_{2}
\end{array}\right)\right)
$$

and if one does not include both $g_{1}$ and $g_{2}$ in the list of basis functions, no adequate description of $\psi_{\text {bond }}$ is possible.

In order to make all these considerations clearer, the two examples of graphite and diamond will each be considered in detail.

Graphite(C) crystallizes in space group \#194, $\mathrm{P6}_{3} / \mathrm{mmc}$, the same as beryllium. Each unit cell has 4 atoms, at positions " $b$ " and " $c$ " in the Wyckoff notation ( $001 / 4$ and $1 / 32 / 31 / 4$, and symmetry-related atoms at $0 \quad 3 / 4$ and $2 / 31 / 33 / 4$ ). Describing one of the two asymmetric units, say the sheet at $z=1 / 4$, is sufficient - the symmetry completely describes one in terms of the other. Describing one of the two atoms per asymmetric unit is not sufficient - they are not related by any symmetry operation. Directly above and below each "b" atom is another " b " atom. Above and below each " c " atom is the middle of a phenyl ring. Nonetheless, one could approximate each parameter for the two as being equal,

$$
\begin{equation*}
p^{b} \sim p^{c} \tag{140}
\end{equation*}
$$

either to reduce the number of parameters or as a starting guess. As of the end of 1983, the best x-ray diffraction data available for graphite were those of Chen, Trucano, and Stewart(100), with $a=2.461(4) \stackrel{\circ}{\mathrm{A}}, \mathrm{c}=6.706(2) \AA$ at $293^{\circ} \mathrm{K}$. All 99 unique reflections of intensity $>2 \sigma$ are displayed in Table 14, courtesy of Dr. Robert F. Stewart(101). These values are corrected for all the appropriate experimental problems, and the only experimental parameter needed to model these data is an overall scale factor $1 / 5$. The intemal error $R_{\text {/ }}$ ~ 38.

The simplest possible model has 3 parameters : scale factor $1 / 5$, an in-plane vibrational amplitude $U_{\mid /}$and out-of-plane $U_{33}$, where the approximation has been made that equation (140) holds, and the electron distribution of a spherically averaged free carbon atom is used.

Model 2 has 5 paramters : $1 / \mathrm{S}, \mathrm{U}_{11}{ }^{b}, \mathrm{U}_{11}{ }^{c}, \mathrm{U}_{33}{ }^{b}$, and $\mathrm{U}_{33}{ }^{c}$. In Chen et al's paper (100), this model is found to yield $R_{l}=6.08$, which indicates that the data is precise enough to merit a better treatment.

Next is a series of models which make the one-center approximation, thus not describing covalency explicitly, but only a quantum constrained multipole expansion. The ground configuration of carbon is(102) $1 s^{2} 2 s^{2} 2 p_{x} 2 p_{y}$, and the so-called "valency" configuration is $1 s^{2} 2 s 2 p_{x} 2 p_{y} 2 p_{z}$. It is useful to note that this implies that the optimum configuration is

$$
\begin{equation*}
1 s^{2} 2 s^{(1+\chi)} 2 p_{x} 2 p_{Y} 2 p_{z}(1-\chi) \quad, 0 \leq \chi \leq 1 \tag{141}
\end{equation*}
$$

Note that, in point group $\mathrm{D}_{3 \mathrm{~h}}$. which is the site symmetry in both the $b$ and $c$ sites of graphite, the various atom-centered $s$ and $p$ orbitals have symmetries as in Table 15.

Model 3 goes beyond the Independent Particle Model, and uses two valence configurations. This model describes the atoms as

$$
\begin{equation*}
I_{s}^{2}\left(a_{1}^{\prime}\right)^{1+x}\left(a_{2}^{\prime \prime}\right)^{1-x}\left(e_{x}^{\prime}\right)\left(e_{y}^{\prime}\right) \tag{142}
\end{equation*}
$$

In a minimal basis set of atom-centered functions approximated as having fixed exponents, this gives 4 parameters $1 / S, U_{\| \prime}, U_{33}$, and the configuration weighting $\mathcal{X}$. It is important to note that x-rays cannot see spin; electron configuration (142) could be

$$
\begin{equation*}
1 s^{2}\left(a_{1}^{\prime} \alpha\right)\left(a_{1}^{\prime} \beta\right)^{x}\left(a_{2}^{\prime \prime \alpha}\right)^{1-x}\left(e_{x}^{\prime} \alpha\right)\left(e_{y}^{\prime} \alpha\right) \underset{x=0}{ } \text { spin } 2 \tag{143}
\end{equation*}
$$

or
or
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## Table 15

Symmetry of $s$ and $p$ Basis Functions in Graphite
Representation Atom Basis Neighbor Atoms
$A^{\prime}$
5
$\begin{aligned} 1 / 3 & \left(s^{1}+s^{2}+s^{3}\right) \\ 1 / 3 & \left(p_{y}^{1}+(1 / \sqrt{2}\right. \\ & \left.p_{x}^{2}+1 / \sqrt{6} p_{4}^{2}\right) \\ & \end{aligned}$
$A_{2}{ }^{\prime}$
none
$p_{x}{ }^{0}$
$1 / \sqrt{6}\left(2 p_{x}^{1}-p_{x}^{2}-p_{x}^{3}\right)$
$1 / \sqrt{2}\left(p_{2}^{2}-p_{y}^{3}\right)$
$1 / \sqrt{2}\left(s^{2}-s^{3}\right)$
$E_{y^{\prime}}$
$p_{Y}{ }^{0}$
$1 / \sqrt{6}\left(2 p_{y}^{1}-p_{y}^{2}-p_{y}^{3}\right)$
$1 / \sqrt{2}\left(p_{x}^{2}-p_{y}^{x}\right)$
$1 / \sqrt{6}\left(2 \mathrm{~s}^{\prime}-\mathrm{s}^{2}-\mathrm{s}^{3}\right)$

| $A_{1} "$ | none | none |
| :--- | :--- | :--- |
| $A_{2} "$ | $p_{Z}{ }^{0}$ | $1 / \sqrt{3}\left(p_{Z}^{\prime}+p_{Z}^{2}+p_{z}^{3}\right)$ |
| $E_{X}^{\prime \prime}$ | none | $1 / \sqrt{2}\left(p_{Z}^{2}-p_{Z}^{3}\right)$ |
| $E_{Y}^{\prime \prime}$ | none | $1 / \sqrt{6}\left(2 p_{Z}^{\prime}-p_{Z}^{2}-p_{Z}^{3}\right)$ |

$$
\begin{equation*}
1 s^{2}\left(a_{1}^{\prime} \alpha\right)\left(a_{1}^{\prime} \beta\right)^{\chi}\left(a_{2}^{\prime \prime} \alpha\right)^{1-\chi}\left(e_{x}^{\prime} \alpha\right)\left(e_{\psi}^{\prime} \beta\right) \xrightarrow[\chi=0]{ } \operatorname{spin} 1 \tag{145}
\end{equation*}
$$

or

$$
\begin{equation*}
1 s^{2}\left(a_{1}^{\prime} \alpha\right)\left(a_{1}^{\prime} \beta\right)^{x}\left(a_{2}^{\prime \prime} \beta\right)^{1-x}\left(e_{x}^{\prime} \alpha\right)\left(e_{y}^{\prime} \beta\right) \xrightarrow[x=0]{ } \operatorname{spin} 0 \tag{146}
\end{equation*}
$$

and all of these would scatter x-rays identically.
In a DZd (Double Zeta plus d-type polarization functions) basis set, again atom-centered, in addition to the 4 parameters already listed, model 3 has 5 new parameters $C$, through $C_{5}$ in

$$
\begin{align*}
& \psi_{\left(a_{1}^{\prime}\right)}=\frac{1}{(\text { Nor })}\left(s_{\text {tight }}+C_{1} s_{10 o s e}+C_{2} d_{z} 2\right)  \tag{147}\\
& \psi_{\left(a_{2}^{\prime \prime}\right)=} \frac{1}{(\text { Nor })}\left(p_{z-t i e h t}+C_{3} p_{z-100 s e}\right)  \tag{148}\\
& \psi_{\left(e^{\prime}\right)}=\frac{1}{(\text { Nor })}\left(p_{x y-t i g h t}+C_{4} p_{x y-100 s e}+C_{5}^{d}\right) \tag{149}
\end{align*}
$$

and the P matrix is a direct sum of such $\psi \psi^{+}$.
Obviously there is also a variant of model 3 with different parameter values for sites $b$ and $c$. Model 3 is a minimal basis augmented with $d$ functions (SZd) is a quantum-constrained hexadecapole refinement. Like multipole refinements, one can add an extra parameter

- an exponent scaling $\zeta$ for all valence Gaussians - instead of holding it fixed at the literature value. In a DZd basis with unequal atoms, since it is standard practice not to vary the exponent of the"tight" orbital (which is contracted, whereas the outer "loose" function consists of a single primitive(84), one gets as many as 8 extra exponent scaling parameters:
$\zeta_{s}^{b}, \zeta_{s}, \zeta_{p_{x y}}^{b}, S_{p_{x y}}^{c}, S_{p_{z}}^{b}, s_{p_{z}}^{c}, S_{d}^{b}, S_{d}^{c}$
One could, of course, constrain some exponents to be equal to others or to literature values.

Model 4 is a many-center model, but uses only one configuration $\chi=0$ in equation (137). Advantage is taken of $x$-ray scattering's indifference to spin. Site $b$ is populated with all valence electrons spin-up, and all site c valence electrons are spin-down. This is necessary to prevent overpopulating, as will be explained below. The orbitals on each site are described using atom-centered symmetry-adapted basis functions from that site and its three (in-plane) near neighbors as in Table 15. This is not exactly a molecular description, but it does allow for bonding. The $a_{2}$ " orbital is a "pi" orbital in organic molecular orbital notation. This antiferromagnetic model ensures that no spinorbital basis function will have more than one electron in it because all delocalization from $a b$ site to a c site is of opposite spin to c->b delocalization. A variant of model 4 constrains $b$ and $c$ site parameters equal. Model 5 uses two configurations but is otherwise like model 4. A
problem with this is that the $a_{\text {, }}$ ' orbitals on each site could conceivably overpopulate the $2 s$ basis functions, if one is not careful. Writing the $a_{1}{ }^{\prime}$ spinorbitals as

$$
\begin{align*}
& \psi_{a_{1}^{\prime}}^{b} \alpha=\frac{1}{\left(N_{1}\right)}\left(2 s^{b}+c_{1}\left(2 s_{a_{1}^{\prime}}^{c}\right)+c_{2}\left(2 p_{a_{1}^{\prime}}^{c}\right)\right) \alpha  \tag{150}\\
& \psi_{a}^{b} \beta^{\prime}=\frac{1}{\left(N_{2}\right)}\left(2 s^{b}+c_{3}\left(2 s_{a_{1}^{\prime}}^{c}\right)+c_{4}\left(2 p_{a_{1}^{\prime}}^{c}\right)\right) \beta \tag{151}
\end{align*}
$$

and similarly on site c with parameters $\mathrm{C}_{5}$ to $\mathrm{C}_{8}$, and normalizers $\mathrm{N}_{3}$ and $\mathrm{N}_{4}$, the populations of the basis functions are

$$
\begin{equation*}
\left(a_{1}^{\prime b} \alpha\right)^{1}\left(a_{1}^{\prime c} \beta\right)^{1}\left(a_{1}^{\prime b} \beta\right)^{X_{b}}\left(a_{1}^{c} \alpha\right)^{X_{c}} \tag{152}
\end{equation*}
$$

so the constraints due to the Pauli principle are that

$$
\begin{align*}
& \frac{1}{3}\left(\frac{c_{1}}{N_{1}}\right)^{2}+\frac{\chi_{c}}{\left(N_{3}\right)^{2}} \quad \text { for the } 2 s^{b} \alpha \text { spinorbital, }  \tag{153}\\
& \frac{\chi_{b}\left(C_{3}\right)^{2}}{3\left(I_{2}\right)^{2}}+\frac{1}{\left(N_{4}\right)^{2}} \leq 1 \quad \text { for the } 2 s_{\beta}^{b} \text { spinorbital, }  \tag{154}\\
& \frac{1}{3}\left(\frac{C_{5}}{N_{3}}\right)^{2}+\frac{\chi_{b} \leq 1}{\left(N_{1}\right)^{2}} \tag{155}
\end{align*}
$$

and
$\frac{X_{c}}{3}\left(\frac{C_{7}}{N_{4}}\right)^{2} \frac{1}{N_{2}{ }^{2}} \leq 1 \quad$ for $25^{c}$.
None of the other basis functions are in danger of being overpopulated.
Model 5 is a quasi-molecular model,using a near-neighbor
approximation. If one considers each orbital to be an average over spin states and sites, this is a quasi-molecular description of a $C_{2}$ unit using basis functions on each of the 2 carbons and the four near neighbors; the $\overline{6} \mathrm{~m} 2$ site symmetry of each site is rigorously preserved.

Model 6 is an explicitly molecular model. Each asymmetric unit contains 2 carbons, with 4 core electrons total, which are kept frozen, and 8 valence electrons. The trace of the valence $P$ matrix is 8 . The easiest way to describe the model is in a non-symmetrized basis, centered on six atoms as shown in Figure 14.

If one appropriately rotates coordinate systems for each atom, then certain blocks of the $P$ matrix become equal from symmetry considerations. The most general possible $P$ matrix for a six-center system with the same basis on each center is

## Figure 14
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With the site symmetry, this reduces to

$$
P=\left[\begin{array}{cccccc}
P_{11} & P_{12} & P_{13} & P_{13} & P_{12} & P_{12}  \tag{158}\\
& P_{22} & p_{12} & p_{12} & P_{25} & P_{25} \\
& & P_{33} & P_{34} & P_{35} & P_{36} \\
& & & P_{33} & P_{36} & P_{35} \\
(+) & & & & P_{55} & P_{56} \\
& & & & & P^{5} \\
& & & & & P_{55}
\end{array}\right]
$$

All the $P$ submatrices must be written out, but the number of non-equivalent elements $P_{\mu \nu}$ is larger than the number of independent parameters. If I represents an independent submatrix, and d a dependent one, then

$$
P=\left[\begin{array}{llllll}
I & I & d & d & d & d  \tag{159}\\
d & I & d & d & d & d \\
d & d & d & d & d & d \\
d & d & d & d & d & d \\
d & d & d & d & d & d \\
d & d & d & d & d & d
\end{array}\right]
$$

and there are at most three submatrices that need parametrization:
$P_{11}$ and $P_{22}$, the atomic hybridizations, and $P_{12}$, the bond. All other $P$ submatrices are fixed either by symmetry or by the quantum constraints.

The 2-center approximation as usually understood would dictate that P have zero blocks "0" and non-zero blocks "\#" as

$$
P=\left[\begin{array}{rrrrl}
\# \# & 0 & 0 & \# & \#  \tag{160}\\
\# & \# & \# & 0 & 0 \\
\# & 0 & 0 & 0 \\
& \# & 0 & 0 \\
\text { adjoint } & \# & 0 \\
& & & \#
\end{array}\right] \text { (site }\left[\begin{array}{llllll}
P_{11} & P_{12} & 0 & 0 & P_{12} & P_{12} \\
& P_{22} & P_{12}^{+} & P_{12}^{+} & 0 & 0 \\
& & P_{33} & 0 & 0 & 0 \\
& & & P_{33} & 0 & 0 \\
\text { adjoint } & & & P_{55} & 0 \\
& & & & & P_{55}
\end{array}\right]
$$

but it may not be possible to construct a matrix which is both as sparse as that and also idempotent.
$p 2=$

Then

$$
\begin{align*}
& P_{12}^{2}=\left(p_{12}+\right)^{2}=P_{12} p_{12}^{+}=P_{12}^{+} P_{12}=0  \tag{162}\\
& P_{11}^{2}=P_{11} ; P_{22}^{2}=P_{22} ; P_{33}^{2}=P_{33} ; P_{55}^{2}=P_{55}  \tag{163}\\
& P_{12}=P_{12}\left(P_{11}+P_{22}\right)=P_{11} P_{22}+P_{12} P_{55}=P_{12} P_{22}+P_{33} P_{12} \tag{164}
\end{align*}
$$

It would be physically unreasonable to have delocalized a whole electron out of the eight (two out of eight in a spin-paired approximation) into the next cell in a description of the central cell. Since idempotency requires that

$$
\begin{equation*}
\operatorname{Tr}\left(\mathrm{P}_{33}\right) \in\{0,1,2\} ; \operatorname{Tr}\left(\mathrm{P}_{55}\right) \in\{0,1,2\} \tag{165}
\end{equation*}
$$

then $P_{33}$ and $P_{55}$ must be identically zero. This makes equation (164)

$$
\begin{equation*}
P_{12}=P_{12}\left(P_{11}+P_{12}\right)=P_{11} P_{12}=P_{12} P_{22} \tag{166}
\end{equation*}
$$

and $P_{/ 2}$ isn't just nilpotent of order 2, it's identically zero. This reduces the two-center approximation to

$$
P=\left[\begin{array}{llllll}
P_{1 \prime} & 0 & 0 & 0 & 0 & 0  \tag{167}\\
0 & P_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

and it seems that a two-center idempotent expansion for graphite does not allow for covalent bonding $\mathrm{P}_{12}$.

The two-center approximation apparently can force itself to be a one-center approximation. Model 6 requires going beyond the two-center approximation in order not to be a one-center expansion. The submatrices $P_{13}, P_{25}, P_{33}, P_{34}, P_{35}, P_{36}, P_{55}$, and $P_{56}$, although they are determined entirely by the idempotency and symmetry constraints, are not identically zero. No free parameters are needed, but calculations of all the f submatrices are required.

Model 7 uses either d-type polarization functions on all centers, or sets of 12 floaters in the appropriate reps, in addition to the $s$ and $p$ atom-centered functions.

Obviously, there are many variants of models $4,5,6$, and 7 constraining various parameters equal to each other and/or to literature values.

Diamond, silicon, germanium, and $\alpha$-tin all crystallize in the diamond structure, space group \#227, Fd3m, at Wyckoff position "a", of site symmetry $\overline{4} 3 \mathrm{~m}\left(\mathrm{~T}_{\mathrm{d}}\right)$, each unit cell containing 8 symmetry-related atoms, one in each asymmetric unit. Thus, the asymmetric unit, which is what must be described, contains only one atam. The 2-configuration electron assignment of the Group IV compound above can be described as

$$
\begin{equation*}
(\text { core })^{2} a_{1}^{1+\chi} t_{2}^{3-\chi} ; \quad 0 \leq \chi \leq 1 \tag{168}
\end{equation*}
$$

Keeping in mind that any basis spinorbital used can have at most one electron in it, as in equations (161), (162), and (163), one can write each of the orbitals $a$, and $t_{2}$ as a combination of $s$ and $p$ (and $d$ and/or FSGO) centered on the atom and its four neighbors, appropriately symmetry-adapted. A one-center expansion in a basis with $s$ and $p$ exponents constrained equal cannot refine the parameter $\mathcal{K}$, because

$$
\begin{equation*}
\mathrm{p}_{x}^{2}+\mathrm{p}_{y}^{2}+\mathrm{p}_{z}^{2} \quad=s^{2} \tag{169}
\end{equation*}
$$

and the densities add, being in orbitals of different reps, and thus having zero cross-terms between them. In a two- or few-center approximation, the parameter $\chi$ has meaning, because $s-p$ bonds, $s-s$ bonds, and $\mathrm{p}-\mathrm{p}$ bonds lead to different cross-terms in scattering power.

In a more complicated structure, it may be necessary to use more elaborate equivalents of equations (161) to (163), but the basic ideas outlined above should make possible a near-neighbor treatment of any structure. To include further neighbors, one includes basis functions centered further away in the description of the central atom, but the technique is about the same. For some structures, the $P$ matrix for one asymmetric unit will include basis functions centered on atons there and in the neighboring cells and asymmetric units, possibly only on atoms near the boundary of the central unit. For diamond-type structures the quasi-molecular model is adequate; the next level up would include a central atom and its four near neighbors as the fundamental unit, with basis functions on the second shell used in the description of this 5-atom, 20-valence-electron unit.

In the cases of graphite and the Group IV compounds, the high site symmetry has allowed the reduction of a four- or eight-electron problem to a series of one-electron problems. This allows one to refine directly on wavefunction coefficients C and orbital populations $\mathcal{X}$. Things are not so simple when some cross-terms in the $P$ matrix are independent of all self-terms, as is always the case when the $P$ matrix is normalized to a number larger than one, in other words nearly always. How to adapt the method to deal with this complication is not yet known.

In the thesis so far, each atom has been treated as having an at-rest scattering factor appropriate to a molecular environment, which is nevertheless affected by vibration as though it were rigidly locked to the motion of a single nucleus. The vibrational smearing of cross-terms in f between different atoms has not been discussed. In chapter 6 , the vibration problem is discussed.

The complication that the basis is not usually orthonormal at the outset can be dealt with approximately by using an $S$ matrix the size of the $P$ matrix, i.e. one asymmetric unit, one cell, or a few cells across. In the next chapter, a more correct way of dealing with orthogonality in an infinite lattice of basis functions is presented. The resultant Wannier functions are treated exactly the same way as atom-centered functions or contracted floater sets, for the ideas in this chapter. The Wannier-izing process is irrelevant to bonding considerations; it is purely an orthonormalization process.

Chapter V. Bloch and Wannier Orbitals
In the case of solids, electronic structure is usally described through the formalism of band theory. This approach is general enough to encompass a wide variety of properties associated with solids ranging from insulators and semiconductors to metals(87). It is worth noting that there are close formal connections among quantum descriptions of atomic, molecular, and solid systems based essentially on their orbital structure. A fundamental result of band theory requires that the "crystal orbitals" of solid systems may be written as superpositions of Bloch functions which are spinorbital basis functions having the periodicity of the lattice.

Until now our formalism has been restrictive in the sense that its application was impractical except in the approximation that neighboring unit cells are almost independent of each other, as is often the case for molecular crystals.

In the present chapter the application of the formalism is extended to the realistic description of solids. The description of interaction among unit cells will be introduced in a way applicable to insulators, semiconductors, and metals, by writing the form of the density matrices that arise naturally out of the use of a Bloch or Wannier function orbital basis. The application of the resulting formalism to the Bragg experiment has been previously reported $(3,25,26,27,28,41,103,104)$.

Our density matrix formalism may be applied either with Bloch
orbitals, or with the equivalent Wannier orbitals, built from a variety of different lattice-centered basis functions. As a numerical example of the theory, an application is made to a model problem consisting of a one-dimensional crystal of hydrogen atoms.

Bloch's theorem takes the form

$$
\begin{equation*}
\psi_{k}(r)=e^{i k \cdot r} v_{k}(r) \tag{170}
\end{equation*}
$$

where $u_{k}(r)$ is any function periodic modulo a lattice translation. A prescription for constructing the functions $u_{k}$ out of lattice-centered basis functions $g^{L}$ is the following:

$$
\begin{equation*}
U_{k}(r)=\sum_{L} e^{-i k \cdot\left(r-r_{L}\right)} g^{L}\left(r-r_{L}\right) \tag{171}
\end{equation*}
$$

The electron density $\rho$ may be constructed in a Bloch orbital basis as follows. The list $g(k, r)$ of Bloch basis functions all satisfy equation (170), so that the basis matrix is

$$
\begin{equation*}
g(k, r) g\left(k, r^{\prime}\right)^{t}=e^{i k^{0}\left(r-r^{\prime}\right)} u_{k}(r) u_{k}\left(r^{\prime}\right)^{t} \tag{172}
\end{equation*}
$$

where the $u_{k}(r)$ all satisfy equation (171), and the $g^{1}$ are basis functions centered at lattice site 1 , which themselves are not periodic. Bloch orbitals are eigenfunctions of the lattice translation symmetry operations of a crystal, and the final crystal orbitals $\psi_{k}$ will be linear combinations of the set $g(k, r)$.

$$
\begin{equation*}
\psi_{k}(r)=C_{k} g(k, r) \tag{173}
\end{equation*}
$$

Expanding the periodic $g(k, r)$ in the non-periodic $g$,

$$
\begin{equation*}
\psi_{k}(r)=c_{k} \sum_{L} e^{i k \cdot r_{r}-i k \cdot\left(r-r_{L}\right)_{g}^{L}(r)} \tag{174}
\end{equation*}
$$

or

$$
\begin{equation*}
c_{k_{i}} \sum_{L} e^{i k} \cdot r_{L g^{L}(r)}^{L} \tag{175}
\end{equation*}
$$

Then the matrix

$$
\begin{equation*}
\psi_{k}(r) \psi_{k}\left(r^{\prime}\right)^{+}=\sum_{L 1} e^{i k} \cdot\left(r L-r_{1}\right)_{C_{k}} g^{L}(r) g^{1}\left(r^{\prime}\right)^{+} c_{k}^{+} \tag{176}
\end{equation*}
$$

and the first-order reduced density matrix of wave vector $k$ is

$$
\begin{equation*}
\rho_{1}^{k}\left(r ; r^{\prime}\right)=\operatorname{tr} \psi_{k} \psi_{k}+=\sum_{L I} e^{i k \cdot\left(r_{L}-r_{1}\right)} \operatorname{Tr}_{k}^{+} C_{k} g^{L}(r) g^{I}(r)^{+} \tag{177}
\end{equation*}
$$

Defining the projector $P_{k}$ as in Reference(103) by

$$
\begin{equation*}
\mathrm{P}_{k}=\mathrm{S}_{k}^{1 / 2} \mathrm{C}_{k} \mathrm{C}_{k}^{+} \mathrm{S}_{k}^{1 / 2} \tag{178}
\end{equation*}
$$

where $S_{k}$ is the matrix of overlap integrals of Bloch basis functions $g_{k}$,
$\rho_{1}^{k}\left(r ; r^{\prime}\right)=\operatorname{TrP}_{k} S_{k}^{-1 / 2}\left(\sum_{L} \sum_{I} g^{L}(r) g^{1}\left(r^{\prime}\right)^{+} e^{i k} k^{\prime}\left(r_{L}-r_{1}\right)\right) S_{k}^{-1 / 2}$

Expanding this explicitly,
$\rho_{1}^{k}\left(r ; r^{\prime}\right)=\operatorname{TrP}_{k} S_{k}^{-1 / 2}\left(g\left(r-r_{0}\right) g\left(r^{\prime}-r_{0}\right)^{+}+\right.$

$$
\begin{equation*}
2 g\left(r-r_{0}\right) g\left(r^{\prime}-r_{1} ;+e^{i k} \cdot\left(r_{0}-r_{1}\right)+\ldots\right) s_{k}^{-1 / 2} \tag{180}
\end{equation*}
$$

where advantage has been taken of the fact that the $g^{L}$ basis is the same in each unit cell. This form makes obvious the mutual influence of cells separated by a distance ( $r_{L}-r_{L}$ ). Equation (179) is the density matrix of wave vector $k$ for a Bloch orbital basis.

The structure factors

$$
\begin{equation*}
F(K)=\int \exp (i K \cdot r) \rho(r) d r \tag{181}
\end{equation*}
$$

may be seen to take the form

$$
\begin{equation*}
F(K)=\operatorname{Tr} P_{k} S_{k}^{-1 / 2}\left\{f_{o 0}(K)+2 f_{o l}(K) \exp \left(i k \cdot\left(r_{o}-r,\right)\right)+\ldots\right\} S_{k}^{-1 / 2} \tag{182}
\end{equation*}
$$

All values of $k$ contribute to the scattering, which is measured for a change $\Delta k=K$. One can think of $f_{i j}(K)$ as an integral over $f_{i j}(k, K):$

$$
\begin{equation*}
f_{i j}(k)=\int_{B Z} n(k) f_{i j}(k, K) d k \tag{183}
\end{equation*}
$$

where the scattering component

$$
\begin{equation*}
f_{i j}(k, k)=\int e^{i k \cdot r_{g_{i}}(k, r) g_{j}(k, r)^{*} d r} \tag{184}
\end{equation*}
$$

and $g_{j}(k, r)$ is orthogonal to all $g_{j}\left(k^{\prime}, r\right)$ for $k \neq k^{\prime} \cdot n(k)$ is the fractional occupancy at point $k$ in the Brillouin zone and ranges from 0 for the empty part of the band to a fully occupied 1 electron (2 in a spin-free formalism).

As usual, the Hartree-Fock case will be specified by the condition that

$$
\begin{equation*}
P^{2}=P \quad \text { and } \quad \operatorname{Tr}(P) \quad=N \tag{185}
\end{equation*}
$$

Hence it follows immediately that the Hartree-Fock Bloch orbital density matrix of wave vector $k$ may be determined from the iterative equations

$$
\begin{align*}
P_{k}^{\prime}=3 P_{k}^{2}-2 p_{k}^{3}+ & \lambda_{N} 1  \tag{186}\\
& \lambda_{\epsilon} \sum_{L} S_{k}^{-1 / 2} 2_{N(K)}\left\{f_{00}(K)+2 f_{01}(K) e^{i k\left(r_{0}-r_{1}\right)}+\ldots\right\} s_{k}^{-1 / 2}
\end{align*}
$$

The physical significance of these equations is that they deliver a density matrix in a Bloch orbital basis that satisfies the restrictions of quantum mechanics and of the x-ray scattering experiment. This generalization incorporating Bloch orbitals allows one to treat equivalently the properties of a wide variety of solids, whether insulators, semiconductors, or metals. Without this, one is restricted to compounds like organic crystals, which are approximated as being composed of non-interacting unit cells.

Bloch orbitals may be transformed into their direct-space equivalents, called Wannier orbitals. The Wannier functions form an orthonormal basis; the overlap matrix for neighboring unit cells is reduced to zero, and the overlap matrix within the same cell is a unit matrix. These are discussed next.

Given a set of basis functions $\mathrm{g}^{1}$ in each cell 1 , construct a Bloch basis

$$
\begin{equation*}
g^{k}=\sum_{1} e^{i k \cdot r_{1 g}} \tag{187}
\end{equation*}
$$

Integrating over the occupied part of the Brillouin zone yields Wannier basis functions

$$
\begin{equation*}
\mathrm{g}_{\mathrm{L}}=\sum_{1} \int_{B Z} n(k) e^{i k^{*}\left(r_{1}-r_{L}\right)} g_{g^{1} d k} \tag{188}
\end{equation*}
$$

The Wannier functions can be combined to form crystal orbitals

$$
\begin{equation*}
\psi^{\mathrm{L}_{2}=\mathrm{Cg}_{\mathrm{W}}^{\mathrm{L}}} \tag{189}
\end{equation*}
$$

Notice that in equation (189) the crystal orbitals associated with cell $L$ have been restricted to being built only from Wannier functions centered on the same cell. In the case of covalent bonding across cell boundaries, as in graphite and diamond, it is necessary to relax this constraint. In such a case, the dimension of the $P$, $S$, and $f$ matrices are larger than the number of primitives $g^{L}$ from which the Wannier basis is constructed. An additional constraint on the $P$ matrix arises; the sum of those diagonal elements corresponding to the same Wannier spinorbital basis function in different cells must be at most one. The Bloch orbital analog of this is that the Bloch P is a function of $k$. This latter point is why a Wannier representation was considered preferable to that of Bloch for the quantum parametrization of experiments with a limited number of data - $P$ constant instead of $P(k)$.

The integration over the Brillouin zone can be performed separately to get a Wannier phasing

$$
\begin{equation*}
\omega^{1 L}=\int_{B Z} e^{i k \cdot\left(r_{L}-r_{1}\right)} d k \tag{190}
\end{equation*}
$$

or in the case of a partly occupied Brillouin zone

$$
\begin{equation*}
\omega^{I L_{m}} \int_{B Z} n(k) e^{i k \cdot\left(r_{L}-r_{1}\right)} d k \tag{191}
\end{equation*}
$$

and now the crystal orbitals can be expressed as a function of position only.

$$
\begin{equation*}
\psi^{L}=c \sum_{1} \omega^{L l_{g} I} \tag{192}
\end{equation*}
$$

The single-determinant crystal orbitals may be taken as orthonormal without any loss of generality(105). Defining the Wannier overlap matrices

$$
\begin{equation*}
s^{1 L}=\int g^{1}\left(g^{L}\right)^{+} d r \tag{193}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta=\sum_{1} \sum_{1^{\prime}} \omega^{L I_{S} 11^{\prime}} \omega^{1 \prime L} \tag{194}
\end{equation*}
$$

the orthonormal Wannier basis can be defined as

$$
\begin{equation*}
\overbrace{W O}^{L}=\delta^{-1 / 2} \xi_{W}^{L}=\phi^{-1 / 2} \sum_{1} \omega^{L 1} g^{1} \tag{195}
\end{equation*}
$$

and the crystal orbitals can be expressed in this basis as

$$
\begin{equation*}
\psi^{L_{2}} C_{0} g_{W 0}^{L}=C_{0} \otimes^{g-1 / 2} \sum_{1} \omega^{L I_{g} I} \tag{196}
\end{equation*}
$$

where the subscript o denotes orthonormality.
Define the Fourier transform matrix at the scattering vector $K$ for products of basis functions as

$$
\begin{equation*}
f^{L I}(K)=\int e^{S K \cdot r_{g} L}\left(g^{1}\right)+d r \tag{197}
\end{equation*}
$$

and

$$
\begin{equation*}
f(\mathrm{~K})=\sum_{1} \sum_{I^{\prime}} \omega^{L I_{\mathrm{f}} I^{\prime}}(\mathrm{K}) \omega^{1^{\prime} \mathrm{L}} \tag{198}
\end{equation*}
$$

In equations (194) and (198), 1 refers to an arbitrary reference unit cell. The calculated scattering amplitudes are given by

$$
\begin{equation*}
F_{c a 1}(K)=\operatorname{trp} \delta^{-1 / 2} f(K) \&^{-1 / 2} \tag{199}
\end{equation*}
$$

which is of the same form as equation (122). The density matrix for the entire crystal in terms of crystal orbitals may be seen to be

$$
\begin{equation*}
\rho_{1}\left(r ; r^{\prime}\right)=\sum_{L} \operatorname{Tr} \psi^{\mathrm{L}}(r) \psi^{\mathrm{L}}\left(r^{\prime}\right)^{+} \tag{200}
\end{equation*}
$$

which can be written in the basis $g^{L}$ as

$$
\begin{equation*}
\rho_{1}\left(r ; r^{\prime}\right)=\sum_{L} \operatorname{TrP} \&^{-1 / 2}\left(\sum_{1} \sum_{1^{\prime}} \omega^{L 1_{g}}{ }^{1}\left(g^{1}\right)^{\prime+} \omega^{1} 1^{\prime} L\right) \not \&^{-1 / 2} \tag{201}
\end{equation*}
$$

Using the orthonormal Wannier representation, identify

$$
\begin{equation*}
\mathrm{P}=\mathrm{c}_{0}^{+} \mathrm{c}_{0} \tag{202}
\end{equation*}
$$

then the iterative equations which determine the density matrix subject to experimental constraints are

$$
\begin{equation*}
\mathrm{P}^{\prime}=3 \mathrm{P}^{2}-2 \mathrm{P}^{3}+\lambda_{N^{1}} 1+\lambda_{E} \sum_{K} W(\mathrm{~K})\left|\mathrm{F}_{\text {obs }}(\mathrm{K})-\operatorname{TrP} \mathscr{F}^{-1 / 2} f(\mathrm{~K}) \&^{-1 / 2}\right| \tag{203}
\end{equation*}
$$

Note that there are two places where neighbor effects enter. First, there is a double sum over cells in calculating $f(K)$ and $\&$. This should be extended over a few neighbors - the example below uses 10.

For many shapes of Brillouin zone, the integral (191) can be performed analytically. For any one-dimensional insulator,

$$
\begin{equation*}
\omega^{\mathrm{L} 1_{\mathrm{r}} \sin \left(2 \pi^{2}\left(r^{\mathrm{L}}-r^{1}\right) /\left(\pi\left(r^{L_{-}} r^{1}\right)\right)\right.} \tag{204}
\end{equation*}
$$

Note that $\omega^{L L}=2 \pi$. For a spherical Brillouin zone, such as may be found in three-dimensional metals, see the interesting articles of Matthai et al $(106,107)$.

In the numerical examples of some previous papers (41,104), the stress has been on the comparison of quantum and non-idempotent fits to scattering data. In this chapter, all P matrices are idempotent, but some use a one-cell basis while others refer to a Wannier basis. For this purpose, the numerical example used will be a linear array of equidistant hydrogen atoms, all spin-up.

For an assumed "exact" density matrix $P_{\text {exact" }}$ which includes interactions among neighboring unit cells through the Wannier formalism, assumed "exact" scattering factors $F_{\text {exact }}{ }^{(K)}$ are calculated. These "data" $F_{\text {exact }}(K)$ are then best-fit in the least-absolute-value sense $R$, , by a single-determinant N-representable density matrix calculated in two different ways. In the first fit, hydrogen atoms in neighboring unit cells are not allowed to interact the problem is treated as an isolated atom. The resulting isolated-atom density matrix is allowed to adjust to fit as closely as possible the scattering data $\mathrm{F}_{\text {exact }}$ using the given isolated-atom basis. In the second fit, a Wannier basis is formed from the isolated-atom basis, using the formalism above. The resulting Wannier density matrix is then allowed to adjust according to equation (203). Since the scattering data were calculated in a Wannier basis, it is natural that the data would be better fit in the second case. That is what will be shown.

The comparisons are made in terms of $R$, . As a point of reference, the R-factors appropriate to using $\mathrm{P}_{\text {exact }}$ within the isolated-atom basis are given. The calculations are repeated for a series of scaled basis function exponents, which emphasize that the overlap between basis functions in different cells detemines the importance of the Bloch/Wannier formalism.

The calculations were done in double precision on the CUNY IBM 3033 computer using the PL/I program EXAMPLE of Appendix D. The model line of H atoms had a repeat distance of 1.88 atomic units, which is a variational minimum-energy distance(108). A basis built from three ls-type Gaussian functions was used, with exponents a multiple of $\{19.2406,2.89915,0.653401\}$. This set has been used to contract the inner function on hydrogen in a double-zeta basis set(109). The results are collected in Table 16. and Table 17. For all five bases, a set of 30 "observed" structure factors was first calculated in the Wannier formalism above, using the assumed "exact" P matrix

$$
P=\left[\begin{array}{rrr}
1 / 3 & -1 / 3 & -1 / 3  \tag{205}\\
-1 / 3 & 1 / 3 & 1 / 3 \\
-1 / 3 & 1 / 3 & 1 / 3
\end{array}\right]
$$

Structure factors and the error $R$ were then calculated for each of the three cases:

1) $P=P_{\text {exact }}$, isolated-atom basis
2) $P=P_{\text {best }}$ fit , isolated-atom basis
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Table 16

Numerical results using the Wannier and isolated-atom approximations.

| Case | \|BASTS | spacoza $>10^{-20}$ | $\begin{aligned} & F Y_{\text {obs }} \\ & >10^{-6} \end{aligned}$ | R-FACTOR, EMACT: ISOLATED ATOM APPROX | R-FACTOR. ISOLATED | $\left.\right\|_{\text {BEST-TIT }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\left\{\begin{array}{l} .192406 \\ .0289915 \\ .00633401 \end{array}\right.$ | 1 | 0 | $2.3 \times 10^{-2}$ |  | * |
| 2 | $\left\{\begin{array}{l} 1.92406 \\ 0.289915 \\ 0.0653608 \end{array}\right.$ | 4 | 2 | $8.9 \times 10^{-1}$ |  | - |
| 3 | $\begin{aligned} & 19.2406 \\ & .2 .89915 \\ & 0.653408 \end{aligned}$ | 13 | 7 | $3.9 \pm 10^{-4}$ | $\frac{2.75 \times 10^{-4}}{i}$ | $4.3 \times 10^{-6}$ |
| 4 | $\begin{gathered} 192.406 \\ 28.9915 \\ 6.53401 \end{gathered}$ | 230 | 22 | $6.5 \times 10^{-9}$ | $6.3 \div \times 10^{-9}$ | $5.0 \times 10^{-9}$ |
| 5 | $\begin{gathered} 1924.06 \\ 289.915 \\ 65.3401 \end{gathered}$ | >30 | > 30 | $4.8 \times 10^{-15}$ | $1.2 \times 10^{-9}$ | $1.2 \times 10^{-9}$ |

- Too few data, $P$ matrix undetermined.

Table 17

Density matrix solutions of the iterative equations.

| CASE | busis | BRST-FIT 7 MATREX <br> ISOLATED ATOH APPROXDATION | BEST-IIT F MATRIX WANTEE RORMALISK |
| :---: | :---: | :---: | :---: |
| 3 | $\begin{gathered} 19.2406 \\ 2.89915 \\ 0.653401 \end{gathered}$ | $\left[\begin{array}{rrr}.33346 & -.33269 & -.33404 \\ -.33269 & .33191 & .33327 \\ -.33404 & .33327 & .33462\end{array}\right]$ | .333 . $333 \times\left[\begin{array}{rrr}1 & -1 & -1 \\ -1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$ |
| 4 | $\begin{aligned} & 192.406 \\ & 28.9915 \\ & 6.53401 \end{aligned}$ | . $33333333=\left[\begin{array}{rrr}1 & -1 & -1 \\ -1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$ | - $33333333=\left[\begin{array}{rrr}1 & -1 & -1 \\ -1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$ |
| 5 | $\begin{gathered} 1924.06 \\ 289.915 \\ 63.3401 \end{gathered}$ | . $33333333 \times\left[\begin{array}{rrr}1 & -1 & -1 \\ -1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$ | . $333333.33=\left[\begin{array}{rrr}1 & -1 & -1 \\ -1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$ |

3) $P=P_{\text {best fit }}$, Wannier basis

The index of agreement minimized was $\epsilon_{/}$.
Each superiteration was considerea complete when neither $\lambda$ was larger than $10^{-10}$. A run was considered complete when $\epsilon<10^{-9}$. In case 3 , an $\epsilon$ value of $10^{-8}$ was considered acceptable because of computer time limitations.

Case 3 is the most realistic basis considered(109), and thus merits further discussion. In column 5 of Table 27, the R-factor calculated with the exact $P$, but using an isolated-atom $g$, is .00039. Allowing the $P$ matrix to readjust to fit the scattering "data" as closely as possible within the single-determinant approximation, without adjusting the basis, the R-factor is reduced to .000275, as indicated in column 6. Now if, in addition to allowing $P$ to adjust, the Wannier basis is used, built from the isolated-atom basis, then the R-factor drops to .000000043, as indicated in column 7. This is just the numerical illustration desired. The error for case 3 is graphed in Figure 16.

If interactions among neighboring unit cells are important, then the Bloch/Wannier formalism ought to be important for fitting the scattering data. Cases $1,2,4$, and 5 of Table 27 investigate the effects of scaling the basis. These four cases are much less realistic as bases for hydrogen. However, they do illustrate the manner in which overlap of orbitals among neighboring cells determines the relative
importance of a Bloch/Wannier formalism. For very large exponents, cases 4 and 5, the electron density is concentrated near the nuclei, reducing any overlap amongst unit cells. The result in case 4 is that, although the Wannier formalism is an improvement over the non-interacting unit cell case, it is not nearly as important as in the realistic case 3, where there was appreciable overlap. In case 5, the atoms are so tightly bound that there is essentially no differential overlap between cells and the more realistic Wannier calculation yields results virtually identical to the isolated-cell case. For very small exponents, cases 1 and 2, the orbitals are very diffuse, and consequently the scattering does no extend far enough into reciprocal space to provide sufficient data to fix all the elements of the density matrix. Notice, however, that neglecting interactions among unit cells in cases 1 and 2 corresponds to an error of about $1 \%$ as measured by the R-factors indicated.

Table 28 lists the $P$ matrices calculated for cases 3, 4, and 5 of Table 27. The greatest difference between $P$ matrices occurs for case 3, with the most realistic basis. As discussed above, for the very tightly bound orbitals of cases 4 and 5 , the density matrices are virtually the same with as without the Wannier formalism, differing only after the eighth digit. For Gaussians tighter than about $\exp \left(-10 r^{2}\right)$, the Wannier formalism seems unnecessary.

A final comment concerning the numbers in Table 27 : although the R-factors seem small, apparently exacting little penalty for the isolated atom approximation, remember that this is only a model problem. Thus, there are fewer $\mathrm{F}_{\mathrm{obs}}$ than in real, three-dimensional experiments. Also, the model problem only has one electron per unit cell, so valence scattering efffects are small. Thinking of the results on an error per electron basis gives a better perspective on the significance of interactions among neighboring unit cells.

## Chapter VI. Nuclear Vibration

In this chapter, a possible future extension of the formalism is discussed, namely a realistic boson oscillator model for thermal and zero-point vibrations of nuclei.

The motions of the $\mathcal{A}$ nuclei in a crystal can be partially described by the $3 A$ functions describing the projections of the motions on 3 independent axes. Viewing this as the diagonal of a matrix, the motion can be fully described by a $3 A$ by $3 A$ matrix, each element of which is a function, describing the covariances of the above projected motions.

The independent ellipsoid model, which is the common formalism used, and corresponds to a cumulant expansion cut off at second order, assumes that:

1) all $3 \Omega$ diagonal functions are Gaussians.
2) off-diagonal couplings between different atoms are zero.
3) off-diagonal elements of the $3 \times 3$ submatrix for each atom's motion are such that the eigenfunctions are Gaussians along 3 principal axes.

Spectroscopic models of nuclear motion make far fewer assumptions. They try to determine a complete set of boson nuclear wavefunctions $\mathcal{V}_{n}$ where $V_{0}$ describes zero-point motions, and the higher (exciton) functions are represented as

$$
\begin{equation*}
v_{n}=b_{n}+v_{0} \tag{206}
\end{equation*}
$$

in second-quantized notation. One can expand this wavefunction in a basis of normal modes or local modes $(110,111)$. Such a spectroscopic description can be used for the "intemal" modes of a crystal (112), but this seems not to work (113) as well, and requires far too many parameters. Also, a complete normal-mode analysis is not always available, because it requires such a large amount of data. However, it can be done(114).

Not as much data on nuclear motion is available from x-ray crystallography as from spectroscopy. This is because the experiment does not actually see moving nuclei, but merely instantaneous nuclear positions. Nuclear motions are inferred from the distribution of nuclei in the various cells, as follows. The translational symmetry of the crystal requires that the equilibrium positions of all translationor other symmetry- related nuclei be identical modulo the symmetry operation. Any deviation from exact symmetry is ascribed to either disorder or vibration. In a quantized system of vibrations, disorder can be thought of as motion in a multiple-minimum potential well with insuperably high barriers separating the several local minima.

When a system is moving in several normal modews at once, it is no longer possible to observe which nuclear motion comes from which normal mode. In $x$-ray scattering, the correlations between various bond stretches, bends, and torsions gives rise only to thermal diffuse scattering, called TDS(115,116,117,118). Cruikshank (115) says, "The x-ray data give average frequencies for identifiable sets of branches,
but not in general for the individual branches." Dawson et al(118) state that "it is immaterial for Bragg scattering whether the thermal motions actually relate to independent or coupled vibrational behavior."

For example, consider a crystal of linear triatamic molecules. For an asymmetric stretch, one bond is shrinking while the other elongates. For the symmetric stretch, both bonds expand and contract simultaneously.

Since correlations between electron positions and between nuclear positions are not observed in elastic scattering, that is, they appear only in the off-diagonal elements of $\rho_{1}\left(r, r^{\prime}\right)$; one only sees scattering from orbitals effectively associated with one atom. One sees a distribution of instantaneous positions, but not the correlation between local modes of vibration, as in Figure 16.

For this reason, one can, to a good approximation, treat each atom as an independent oscillator, if one is modeling elastic scattering of x-rays (and/or neutrons). A potential function for this independent oscillation can be approximated from Bragg data through a single-center expansion of the electron density and the resultant model of the second derivative of the Hellmann-Feynman force(16).

A more common approximation is merely to describe the distribution of instantaneous nuclear positions in a vibrational multipole expansion about each nuclear position without making any assumptions or

Figure 16
Indistinguishability of the Phasing of Vibrational Motions

Symmetric Stretch


Asymmetric Stretch

observed positions

explanations about this distribution(119). Truncating the expansion at second order leads to the anisotropic harmonic "independent ellipsoid model'" also called the "Debye-Waller factor" model. Truncating at first order (if the expansion center is the average nuclear position, all first-order terms are by the definition of "average" identically zero) leads to an isotropic Debye-Waller factor - a scalar "thermal smearing." Expanding to higher order leads to one of at least four different models(120), depending on the details of the expansion. All these are known collectively as "higher cumulant models." The cumulants have the following physical meaning:

The zero'th cumulant is the r.m.s. displacement of the nucleus from the expansion center.

The three first cumulants are the average displacement of the nucleus from the expansion center.

The five second cumulants are the distortion of the thermal motion's three principal axes from equal length, and their orientation relative to the model's axis system. (N.B. the 5 second cumulants and the 1 zero'th cumulant are almost always combined into the anisotropic Debye-Waller tensor U.)

The seven third cumulants, or "skew," nine fourth "kurtosis" cumulants, etc. describe various distortions in the angular part of the
nuclear position distribution. These have the same angular depedence as the 7 f orbitals, 9 g orbitals, etc. where the negative lobes are a lessening of the probability of the nucleus being there, and the positive lobes an increasing. There is a requirement of positivity here also; the nucleus must have at least a zero chance of being somewhere, and "antimatter regions" are disallowed on physical grounds. In a non-orthonormal axis system, such as the natural crystal axis system, the relationships and mathematical formulae are more complicated(121). One can always convert to a Cartesian coordinate system describing the crystal axes in a complicated way, and the atoms themselves in the simple way above(122).

A formalism is proposed below which is more physically meaningful than a cumulant expansion in that, by making mechanistic assumptions about the nuclear motion, the parameters to be refined will have direct physical interpretations. The parameters of the model will be amplitudes of bond stretches, bends, torsions, ring bends, etc., following a suggestion of Pawley (122); no thermal ellipsoids will be used, and no Debye-Waller factors will arise(123). This makes the x-ray data very directly useful, and comparable to spectroscopic data analyses in that, ideally, our force constants will equal theirs. Spectroscopists also can use a local mode description of their data analysis(110). The concept of $\mathfrak{a}$ group frequency in infrared spectroscopy supports this. Recent calculations of vibrational levels(lll) find that, even in the frequency region of excitation of
only one normal mode to its first excited state, the normal mode description is not much superior to that of local modes.

The independent ellipsoid model is not at all equivalent to a normal/local mode analysis, even for the same number of parameters. As shown below, the mechanistic model uses $3 A+15$ parameters for A atoms, as opposed to 6 A thermal ellipsoid parameters. A problem with atomic ellipsoids is that they obfuscate the data analysis so that it is impossible to separate intemal vibrations from rigid-body translations and rotations $(124,125)$. The assumption of negligible intemal motions is incorrect, but the 21-parameter TLS $\rho$ (Translation,Libration, Screw rotation, and center of rotation( $\rho$-tation)) model (126) (more than 24, if one uses higher cumulants) of extemal rigid-body motions in a rectilinear coordinate cumulant expansion allows separating intemal and external. The TLS (Translation,Libration,Screw rotation) model without higher cumulants doesn't need the 3 cumulant expansion center location parameters " $\rho_{p}$ " so that 21 parameters are taken up by external motions, and internal motions need a different model. This internal motion must be described, since it was long ago shown(124) that "there are molecular distortions which are by no means negligible." Moreover, the ratio of intemal to extemal motions increases with decreasing temperature(112). Since the highest quality Bragg data in future years will come from synchrotron sources such as Brookhaven's National Synchrotron Light Source, which plans to run most of its diffraction experiments at $20^{\circ} \mathrm{K}(127)$, a good model for
vibration at these temperatures must be flexible enough to accurately describe both internal and extemal motions.

The 3A motions undergone by A nuclei in a crystalline environment can be described in terms of 3 rigid translations of a unit cell relative to its neighboring cells, 3 rigid rotations of the unit cell relatively to others, and 3A-6 intemal vibrations which closely resemble the vibrations of isolated gas-phase molecules. The 6 external modes - 3 translations, or longitudinal acoustic modes; and 3 hindered rotations, or transverse modes; are described in detail by Shomaker and Trueblood(128) in connection with the TLS model. The modified form of the TLS model described below does not make the unphysical (129) assumption that

$$
\begin{equation*}
\operatorname{Tr}(S)=0 \tag{207}
\end{equation*}
$$

which is necessary when converting from thermal ellipsoids,but which in general is not needed(126).

It is proposed to use a curvilinear coordinate(130) description of the 6 independent external motions of the TLS model(128), rather than an expansion in cumulants(126) of the tangential rectilinear approximation to them.

Although the TLS $\rho$ model (126) and the modified TLSI (Intemal) model described here both use 21 parameters for extemal motions, they are different. A potential is assumed of the form

$$
\begin{equation*}
V\left(q_{i}\right)=\alpha_{i} q_{i}^{2} \tag{208}
\end{equation*}
$$

for each coordinate $q_{i}$, and thus there are 6 force constants $K_{i}$ as adjustable parameters.

The $q_{i}$ for translation are three orthogonal axes forming a translational Principal Axis System, which intersect at the center of mass. The three Euler angles for rotation of the crystal axes into the translational PAS are adjustable parameters.

The $q_{i}$ for rotation are three helices, with three independent pitches, or helix lengths, as adjustable parameters. The lines about which these helices coil are orthogonal to each other, requiring 3 Euler angles to describe their PAS. These helix axes do not intersect, and each of them require 2 parameters describing the vector displacement of the axes at their closest approach to the center of mass. These 21 parameters are summarized in Figure 17.

Briefly, there are 2 sets of 3 quadratic force constants $\mathcal{K}$; 2 sets of 3 Euler angles; and for each of the 3 screw oscillations, the model requires 1 helix length and 2 axis displacements; a total of

$$
\begin{equation*}
2(3)+2(3)+3(1+2)=21 \tag{209}
\end{equation*}
$$

Figure 17
The TLS Model

external mode parameters. It is likely that such a model is analytically intractible; the only solution possible is likely to be at least partly numerical (131).

The 3A-6 internal modes of vibration of the crystal, which cause molecular distortions, can be modeled as 3A-6 local mode quadratic oscillators, each of which is a combination of bond stretchings, angle bendings involving 3 atoms, torsions involving 4 atams, and possibly ring motions involving 5 or more atoms.

Since the force constants associated with angle and torsional variation are roughly 10 times as large as bond stretching force constants(132), their relative amplitudes can be assessed as follows. Assuming equipartition of energy among all modes, for quadratic modes n,

$$
\begin{equation*}
E_{n}=\frac{1}{2} \alpha_{n} \Delta q_{n}^{2} \tag{210}
\end{equation*}
$$

implies that

$$
\begin{align*}
& \frac{\left\langle\Delta q_{\text {bend }}\right\rangle}{\left\langle\Delta q_{\text {stretch }}\right)} \approx \sqrt{\frac{F_{\text {bend }} K_{\text {stretch }}}{E_{\text {stretch }} K_{\text {bend }}}}  \tag{211}\\
& \frac{\left\langle\Delta q_{\text {bend }}\right\rangle}{\left\langle\Delta q_{\text {stretch }}\right\rangle} \sim \sqrt{\frac{1}{1} \cdot \frac{10}{1} \sim 3} \tag{212}
\end{align*}
$$

and bends and torsions are roughly thrice as important as stretches. This explains the success of Hirshfeld's rigid-bond postulate(133), which makes the approximation

$$
\begin{equation*}
K_{\text {stretch }}=\infty \tag{213}
\end{equation*}
$$

For finite stretching constants, especially the smaller ones associated with X - H stretches, or motion along a Van der Waals bond, it is advantageous to use the dimensionless coordinate

$$
\begin{equation*}
q=\left(r-r_{e q}\right) / r \tag{214}
\end{equation*}
$$

of Simons(134) where $r$ is the intemuclear disatance. This partially corrects for anharmonicity, by building into the coordinate the idea that it is easier to stretch a bond than to compress it. For example, $q=-1$ corresponds to $r=1 / 2 r_{e q}$, but $q=+1$ corresponds to $r=\infty$. This method is the most satisfactory for expanding a potential in a given number of parameters, as opposed to Pade approximants or modified Morse curves(135).

There are only two 2-parameter vibrational potential functions in the literature: a quadratic oscillator in Simon's coordinate, called the Kratzer potential(136), and the harmonic oscillator. For example, the Morse function requires $r_{e q}$, a force constant, and a dissociation energy; only the 2 functions above require only $r_{\text {eq }}$ and $\mathcal{K}$, and not a

Figure 18
Comparison of Harmonic, Kratzer, and RKR
Potentials for the CO Molecule

dissociation energy. Figure 18 shows a comparison of a harmonic, a Kratzer, and an RKR fit to the CO molecule.

The coordinates for bending can be the curvilinear

$$
\begin{equation*}
q=\theta-\theta_{e q} \quad \text { or } \quad q=\phi-\phi_{e q} \tag{215}
\end{equation*}
$$

where $\theta$ is an angle and $\phi$ is a dihedral angle.
Since these are internal vibrations, the unit cell as a whole must neither rotate or translate. This invariance can be preserved by the "riding" motion model(137), wherein the rest of the molecule preserves as much as possible its bond lengths, angles, and dihedrals. This requires a definition of which atoms are bonded - either chemical intuition is used, or the bond orders from the electronic parametrization by the $P$ matrix can be examined. A possibility would be to use chemical intuition for the initial guess, and the $P$ matrix thereafter.

This highly non-linear modeling of vibration does not result in anything resembling the Debye-Waller ellipsoids(123). One could least-squares fit a set of U to this vibrational TLSI model, in a reversal of the idea of Shomaker and Trueblood(128). The TLSS equations reduce to ellipsoids only at high temperatures, when the oscillators look like pure Gaussians; and only if one treats all motions as pure translations of unconnected spherical sub-units(123), rather than as molecular fragments.

In the general case, each unit cell has a certain number of molecules, each requiring its own set of extemal and (if the molecule has 2 or more atoms) intemal vibrational parameters. The ellipsoid model is recovered if one treats each atom as a separate molecule, as in the beryllium model of chapter 3, with the extemal screw motions having zero amplitude, and the extemal translations treated with a truncated cumulant expansion.

Vibrations of 2-center orbital products should be treated by the "center-of-density" method of Stevens et al.(138). The position of the density element is that of an imagined point in space defined by the weighted average position of the two orbital basis functions concerned. The orbital exponents determine the weighting factor. Note that this method is only defined with Gaussian orbitals, not SIO. The motion of this density element depends on the motions of the 2 nuclei. If bonded, the density element is some sort of weighted average of the 2 nuclear motions. If the 2 centers are not considered bonded, the motion of the density element is the convolution of the nuclear motions.

The P matrix is not a function of the reciprocal lattice vector K . However, in the general case $P$ is a function of the vibrational excursions q. Given

$$
\begin{equation*}
P(q), s^{-1 / 2}(q), f(K, q) \tag{216}
\end{equation*}
$$

the scattering factors are(139)

$$
\begin{equation*}
F_{c}(K)=\sum_{n} W_{n} \int v_{n}(q)^{*} F(K, q) v_{n}(q) d q \tag{217}
\end{equation*}
$$

for vibrational wavefunctions $\mathcal{V}_{n}$ with temperature-dependent weighting factors $W_{n}$ -

A vast simplification has been implicitly used here. The Einstein model for vibrations has been used. In fact, since this is a crystal, the vibrational levels $V_{n}(q)$ are not simple functions, but bands, which need a Bloch or Wannier description. Fortunately, phonons of vibration are bosons, which means that it is not unphysical to say that $W_{n}$ in equation (217) is a delta function on the center of the Brillouin zone, and thus force all phonons to sit at point $\Gamma$. This approximation is equivalent to the Einstein model (140). If desired, a Debye model of vibration could be used, which would require a Brillouin zone summation. Still more realistic, and less computationally tractable, would be an experimental vibration model, using data from Inelastic Neutron Scattering (INS), or from IDS.

The appropriate approximations are totally opposite for intemal and external motions. Each internal motion in each cell should(141) be treated as totally uncoupled to all others, both those in the same cell and those in any other cell; this corresponds roughly to a uniform distribution throughout the Brillouin zone of each intemal vibrational level. Matrix elements connecting electronic basis functions in
different cells should be convoluted with both intemal vibrational excursion probabilities (amplitude squared) separately. Extemal motions in any cell should be treated as totally correlated to all the rest, as shown by experiment(117). Cross-cell matrix elements have external motions perfectly in phase with each other; translations leave all distances unchanged, but screw rotations correspond to the motion of two coupled helices.

As a first approximation, one could assume that each mode is a harmonic oscillator in the appropriate coordinate system. This is only an approximation, since a quadratic oscillator is not a hamonic oscillator if the coordinate q is not the same as a simple distance; the kinetic energies are not the same. However, this approximation makes things much simpler.

Assuming each mode is a quantum boson harmonic oscillator, then

$$
\begin{equation*}
\sum_{n} w_{n} \nu_{n}^{*}\left(q_{i}\right) \partial_{n}\left(q_{i}\right) \tag{218}
\end{equation*}
$$

can be represented as a probability of an instantaneous excursion $\Omega\left(A_{q}\right)$, which can be expressed in closed form(142) as

$$
\begin{equation*}
\Omega\left(\Delta q_{i}\right) d q_{i}=\sqrt{\frac{\gamma_{i}}{2 \pi}} e^{-\frac{1}{2} \gamma_{i}\left(\Delta q_{i}\right)^{2}} d q_{i} \tag{219}
\end{equation*}
$$

where the $\gamma_{i}$ are related to spectroscopy by (142)

$$
\begin{equation*}
\gamma_{i}=\frac{2 \nu_{i}}{\hbar} \tanh \left(\hbar \nu_{i} / 2 k_{B} T\right) \tag{220}
\end{equation*}
$$

for a frequency $\mathcal{\nu}$, and a temperature T. These frequencies $\mathcal{\nu}$ are the parameters comparable to an IR/Raman experiment. Thus,

$$
\begin{equation*}
F_{C}(K)=\int_{q} \operatorname{Tr} P(q) S^{-1 / 2}(q) F(K, q) S^{-1 / 2}(q) \prod_{q=1}^{3 A} \sqrt{\frac{\gamma_{i}}{2 \pi}} e^{-\frac{\gamma_{i}}{2} q_{i}^{2}} d \stackrel{\rightharpoonup}{q} \tag{221}
\end{equation*}
$$

Now models are needed for $P(q), S^{-1 / 2}(q)$, and $f(K, q)$. The model for $S^{-1 / 2}(q)$ and for $f(K, q)$ has no adjustable parameters, since these matrices are determined strictly by the nuclear positions, and by the basis functions used. They could thus be evaluated explicitly as a power series expansion about the equilibrium value, or at a series of $q$ values, and then spline fit, or something similar. Although these alternatives both require a lot of computer time, some approximations or simplifications might be possible. A Taylor series expansion in ( $r$ - $r_{\text {equilibrium }}$ ) would be aided by the fact that the derivative of a scattering matrix element

$$
\begin{equation*}
\frac{\partial f_{\mu \nu}(K)}{\partial q}=\frac{\partial}{\partial q}\left\langle g_{\mu}\right| e^{i K \cdot r}\left|g_{\nu}\right\rangle \tag{222}
\end{equation*}
$$

is related to the scattering by the derivative of the basis

$$
\begin{equation*}
\left\langle\frac{\partial g_{\mu}}{\partial q}\right| e^{i K^{\cdot r}}\left|g_{\nu}\right\rangle \tag{223}
\end{equation*}
$$

The derivatives $\partial \mathrm{p} / \partial \mathrm{q}$ are not determined by p , but must be varied to fit the experiment. However, there are constraints on $\partial \mathrm{p} / \partial \mathrm{q}$. First, there is the constraint system that can be derived from the electrostatic and virial theorems(143) if the energy implied by a particular P matrix and other derived quantities are solved for in order to apply the constraints. These derived quantities involve as much time and approximations as an ab initio solid-state wavefunction not based on the data, and will not be considered further in this thesis. More importantly, for any value of $q$,

$$
\begin{equation*}
(P(q))^{2}=P(q) \text { and } \operatorname{Tr}(P(q))=N \tag{224}
\end{equation*}
$$

In a Taylor series expansion of $P(q)$, this means that

$$
\begin{align*}
& (P(0))^{2}=P(0) \text { and } \operatorname{Tr}(P(0))=N  \tag{225}\\
& \left(P(0)+\sum_{i} \sum_{i q_{i}}^{\partial q_{i}} \delta q_{i}+\frac{1}{2!} \sum_{i j} \frac{\partial 2 p}{\partial q_{i} \partial q_{j}} \delta q_{i} \delta q_{j}+\ldots\right)^{2} \\
& =P(0)+\sum_{i} \frac{\partial p}{\partial q_{i}} \delta q_{i}+\frac{1}{2!} \sum_{i} \frac{\partial^{2} p}{\partial q_{q_{i}} \partial q_{j}} \delta q_{i} \delta q_{j}+\ldots \tag{226}
\end{align*}
$$

Expanding, and setting $\delta_{\mathrm{q}=0,}, \quad i \neq i^{\prime}$, yields

$$
\begin{equation*}
P(0)^{2}+\left(P(0) \frac{\partial P}{\partial q_{i}}+\frac{\partial P}{\partial q_{i}} P(0)\right) \delta q_{i}+\ldots \quad=P(0)+\frac{\partial p}{\partial q_{i}} \delta_{i}+\ldots \tag{227}
\end{equation*}
$$

In addition to the equilibrium term (225), results can be obtained from equating terms of the same order in $\delta \mathcal{q}$. In particular,

$$
\begin{equation*}
\left(P(0)\left(\partial p / \partial q_{i}\right)+\left(\partial P / \partial q_{i}\right) P(0)\right) \delta q_{i}=\left(\partial p / \partial q_{i}\right) \delta q_{i} \tag{228}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.P^{\prime \prime}\left(P^{\prime}\right)^{2}+.5 P(0) P^{\prime \prime}+P^{\prime \prime} P(0)\right) \delta^{2} q_{i}=.5 P^{\prime \prime} \delta^{2} q_{i} \tag{229}
\end{equation*}
$$

and so forth, leading to equations of constraint like

$$
\begin{equation*}
(\partial P / \partial q)=p(0)(\partial P / \partial q)+(\partial P / \partial q) p(0) \tag{230}
\end{equation*}
$$

from the linear term (228), and another for each order of $\delta \mathrm{q}$, which equations must be applied separately to each type of motion $q_{i}$.

Let us examine the simplest case - two orbitals and one electron. Then

$$
P(0)=\left(\begin{array}{lc}
\cos ^{2} \theta & -\sin \theta \cos \theta  \tag{231}\\
-\sin \theta \cos \theta & \sin ^{2} \theta
\end{array}\right) \text { and } \frac{\partial P}{\partial q}=\left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right)
$$

From formula (230) above, it can be seen that

$$
\begin{align*}
\left(\begin{array}{ll}
a & b \\
b & d
\end{array}\right)= & \left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right)\left(\begin{array}{cc}
\cos ^{2} \theta & -\sin \theta \cos \theta \\
-\sin \theta \cos \theta & \sin ^{2} \theta
\end{array}\right)+ \\
& \left(\begin{array}{cc}
\cos ^{2} \theta & -\sin \theta \cos \theta \\
-\sin \theta \cos \theta & \sin ^{2} \theta
\end{array}\right)\left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right) \tag{232}
\end{align*}
$$

Multiplying out gives

$$
\left(\begin{array}{ll}
a & b  \tag{233}\\
b & \sigma
\end{array}\right)\left(\begin{array}{ll}
2 a \cos ^{2} \theta-2 b \sin \theta \cos \theta & b-(a+c) \\
b-(a+c) \sin \theta \cos \theta \\
b \cos \theta & 2 c \sin ^{2} \theta-2 b \sin \theta \cos \theta
\end{array}\right)
$$

which leads to the values

$$
\begin{equation*}
a=-c=b \tan \theta \tag{234}
\end{equation*}
$$

where $b$ is a free parameter. Put another way,

$$
\frac{\partial p}{\partial q}=\left(\begin{array}{ll}
a & a \cot 2 \theta  \tag{235}\\
a \cot 2 \theta & -a
\end{array}\right)
$$

and the number of new parameters for each $q_{i}$ is the same. In order to stem the proliferation of parameters to be fit, the approximation

$$
\begin{equation*}
\partial \mathrm{p} / \partial \mathrm{q}=0 \tag{236}
\end{equation*}
$$

should be used unless there is likely to be a really good reason not to, such as a high-spin/low-spin transition as a result of a particular vibrational motion. Approximation (236) is similar to the convolution approximation(144), but superior, since the overlap matrix is allowed to adjust in the TLSI model, but not in that of Coulson and Thomas(144) .

The result of equation (221) is that, even with approximation (236), the model takes vibronic effects partially into account, without any new free parameters. The total number of parameters to optimize is 3A nuclear position projections onto the 3 axes, 21 extemal mode parameters (assuming no added cumulants), 3A-6 intemal vibration force constants, and $N(m-N) P$ matrix parameters (assuming a fixed basis); a total of $6 A+15+N(m-N)$. This reduction in the dimensionality of the parametrization is the ultimate justification for approximation (236), even though it is inconsistent with, and worse than, the adiabatic approximation(137). Note that all $6 \mathrm{~A}+15$ non-electronic parameters could be refined from neutron scattering, or an $X+N$ joint refinement.

If approximation (236) is made for all vibrational modes, the effective matrix $P_{\text {average }}$ is not in general the same as $P_{\text {equilibrium }}$ since the data being fit is vibrationally averaged. Rather;
$p_{\text {civerage }}=\int_{q} p(q) \Omega(q) d q$
and consequently

$$
\begin{align*}
& \mathrm{F}_{\mathrm{cal}}(\mathrm{~K})=\mathrm{Tr} \int_{q}\left\{\int_{q^{\prime}} P\left(q^{\prime}\right) \Omega\left(q^{\prime}\right) d q^{\prime} X\right.  \tag{238}\\
& \left.\mathrm{s}^{-1 / 2}(q) £(\mathrm{~K}, \mathrm{q}) \mathrm{s}^{-1 / 2}(q) \Omega(q)\right\} d q
\end{align*}
$$

Replacing equation (238) with

$$
\begin{equation*}
\mathrm{F}_{\mathrm{cal}}(\mathrm{~K})=T_{r}\langle\mathrm{P}\rangle\left\langle\mathrm{S}^{-1 / 2}\right\rangle\langle\mathrm{f}(\mathrm{~K})\rangle\left\langle\mathrm{S}^{-1 / 2}\right\rangle \tag{239}
\end{equation*}
$$

is a worse approximation, since the three latter terms ought to be averaged exactiy in phase with each other, and scrambling this phasing throws out information that can be retained without any extra effort.

Compare this $\langle P\rangle$ to the following;

1) The "perfectly following" approximation(145) wherein the electron density is partitioned amongst the nuclei and each piece is assumed to move unchanged with its nucleus.
2) The "convolution" approximation(144), wherein

$$
\begin{equation*}
\rho(r, q)=\sum_{\mu L} \rho_{\mu}\left(r-r_{\text {equilibrium }, L}-\partial_{\mu L}\right) \tag{240}
\end{equation*}
$$

where the pieces $\rho_{\mu}$ of the density assigned to atom $k$ in cell $L$ move with the vibrations $\mathcal{V}_{k L}$ of the nuclei $k$. This approximation has been studied for $\mathrm{N}_{2}, \mathrm{CO}, \mathrm{BF}$, and $\mathrm{HF}(146)$, and Epstein and Stewart find that

$$
\left\langle I \begin{array}{l}
X-r a y  \tag{241}\\
\text { elastic }
\end{array}\right\rangle-\left\langle\begin{array}{l}
\text { I igid } \\
\text { elastic }
\end{array}\right\rangle \leq .06 \%
$$

compared to vibrational anhamonicity errors of -.26\%. The much larger
errors found for the $H$ monopole(147) may be due to using a multipole expansion about nuclei rather than about charge centroids. X-H bonds are known to be troublesome since the bond is weak, and H atoms have no core electrons. Epstein and Stewart find(147) a 5.0\% anharmonicity correction for the $H$ monopole. Any errors made by using approximation (236) are four or five times less severe than the errors made in truncating the vibrational cumulant expansion.

A simple analogy is a camera mounted on a moving truck. Any blurring in the picture due to imperfect lenses in the camera is negligible compared to the problems caused by poor shock absorbers on the truck.

As suggested by Mills(148), all vibrational parameters ought to be in dimensionless coordinates so that the units for stretching and bending will be identical. Bond stretches could be expressed in the dimensionless Simon's coordinate(132), angle variations in $\Delta \theta$, and torsions in $\Delta \varnothing$. There is an added advantage to this in that least-squares fits vary with the coordinate system(149), so that the less arbitrary the coordinate system, the less arbitrary the point of best fit. Coordinates must, however, be in arbitrary units, with
dimensions of length. Following Pawley(122), atomic positions can be expressed in orthogonal $\stackrel{O}{A}$, or orthogonal au, coordinates.

This vibration model in curvilinear dimensionless coordinates uses, in the approximations of this chapter, 3A-6 local-mode quadratic force constants. This can lead to, at most, errors of 58 (150). Mills(148) feels that ignoring anharmonic bending forces is " $80 \%$ valid." Scheringer (151) finds that the riding model (137) underestimates the spectroscopically calculated amplitudes by .004 to $.011 ~ \AA$, but that ignoring the intramolecular response to a vibration entirely ("uncorrelated atoms") yields amplitudes that are far too large. A "damped" riding model might be useful, but the damping factor parameters cannot be refined from Bragg scattering. The riding model is the best alternative.

The various parameters could be refined sequentially, as in TREFOIL, or simultaneously, as shown by Rae for the $2 \times 2$ case(152). The refinement should be started with a fairly good (as judged by R-factor) model. An initial guess for intemal mode amplitudes is that they are all zero. The PAS of translation and libration could start out as the unit-cell-fixed frame. The P matrix of the free atom model is a good starting guess. Ruysink and Vos(153) recommend assigning as much thermal motion as possible to the 6 extemal modes of the crystal. The bond-stretch amplitude should be refined last, since it is likely to be smallest, and make the least difference in the R -factor.

This chapter is not complete or detailed enough of information to
write a computer program implementing this TLSI model. The chapter is only a suggestion - a very detailed suggestion - for future work.

Chapter VII. Computational Considerations
The Lowdin orthonormalization procedure(154) takes an arbitrary basis $g^{\prime}$ and converts it to an orthonormal set $g$. This is very convenient, because the $P$ matrix must refer to an orthonormal set, or else the requirements of idempotency, normalization, and Hermitivity take on a very complex form(103). This procedure is simple:

$$
\begin{equation*}
g_{0} \quad=\mathrm{s}^{-1 / 2} \mathrm{~g}^{\prime} \tag{242}
\end{equation*}
$$

The scattering tensor $f^{K}$ is given by

$$
\begin{equation*}
f^{K}=s^{-1 / 2}\left|g^{\prime}\right\rangle e^{i K \cdot r}\left\langle g^{\prime}\right| \quad s^{-1 / 2} \tag{243}
\end{equation*}
$$

or alternatively one can use the non-orthonormal basis and use, not $P$, but instead

$$
\begin{equation*}
R=S^{-1 / 2} \mathrm{P} S^{-1 / 2} \tag{244}
\end{equation*}
$$

Either requires evaluation of $S^{-1 / 2}$. The overlap matrix has elements

$$
\begin{equation*}
s_{\mu \nu}=\left\langle s_{\mu} \mid g_{\nu}\right\rangle \tag{245}
\end{equation*}
$$

which can be calculated in a Gaussian basis as the forward scattering matrix $f\left(\begin{array}{lll}0 & 0 & 0\end{array}\right)$ using the formulas of reference(78). The inverse square root of a matrix can be calculated from the matrix by the iterative procedure of Igolkin and Mestechkin(155). Start with a guess
at $s^{-1 / 2}$ given by

$$
\begin{equation*}
S_{0}^{-1 / 2}=\frac{1}{\sqrt{D_{i m}(g)}} I \tag{246}
\end{equation*}
$$

and iterate on the formula

$$
\begin{array}{r}
\left(S^{-1 / 2}\right)^{\prime}=3 / 2\left(S^{-1 / 2}\right)-1 / 4\left(\left(S^{-1 / 2}\right) S\left(S^{-1 / 2}\right)^{2}+\right. \\
\left.\left(S^{-1 / 2}\right)^{2} S\left(S^{-1 / 2}\right)\right) \tag{247}
\end{array}
$$

until
$\left(\sum_{\mu} \sum_{\nu}\left[\left(S^{-1 / 2}\right)_{\mu \nu}^{\prime}-\left(S^{-1 / 2}\right)_{\mu \nu}\right]\right)^{2} \operatorname{Tr} S$ is sufficiently small.
If the convergence criterion is about $10^{-20}$, and $\operatorname{Dim}(g)=3$, this takes about 10 iterations.

Reference has been made above to changing the local coordinate system so that $P$ submatrices are equal. This requires rotating and translating the coordinates into a Principal Axis System. Rotation of coordinates is a bit tricky. It requires three parameters. One way of defining the rotation is by Euler angles(156), but this process has
problems with $180^{\circ}$ angles. Another way is described by Scheringer (157), and coded in PL/I in Appendix F, and this has problems at $90^{\circ}$. The best thing to do is to use one method sometimes, and another at other times, depending on the rotation angles involved. The $a b$ initio program GAUSSIAN-80 uses only Euler angles, and when an angle being optimized hits $180^{\circ}$, the program crashes. Any rotation method has a singularity somewhere, so at least two must be used.

In a cubic crystal, the crystal coordinate system is Cartesian. All 3 axes are of equal length, and $90^{\circ}$ apart. The other six Bravais lattices require a metric tensor to convert to a Cartesian system. Alternatively, one can use fractional coordinates $x$. The same considerations apply to the reciprocal lattice. Pawley(122) gives a conversion procedure, and propagandizes in favor of a Cartesian system.

From a computational viewpoint, the problem of this thesis is: Given some highly non-linear functional $E[p]$, and some equality and inequality constraints

$$
\begin{equation*}
\Psi_{e q}(p)=0 \quad ; \Psi_{\text {in }}(p) \geq 0 \tag{249}
\end{equation*}
$$

minimize $\epsilon$ subject to $\Xi$ 。
Non-linear optimization theory (158) is a rapidly expanding field of applied mathematics concemed with exactly this problem - to minimize a functional, with or without some constraints. Methods for non-linear optimization fall into three categories: Newton-Raphson methods, where
second derivatives are used; quasi-Newton methods, where first derivatives are used, and direct search methods, where no derivatives are used.

Derivatives can be calculated in two different ways. In some cases, $\nabla \in$ can be derived analytically from $\epsilon$. In almost all cases, $\nabla E$ can be approximated numerically as the finite difference

$$
\begin{equation*}
\frac{\partial \epsilon}{\partial p_{i}} \sim \frac{\epsilon\left[p^{+} \Delta p_{i}\right]-\epsilon[p]}{\Delta p_{i}} \tag{250}
\end{equation*}
$$

It is recommended that if the parameter vector $p$ is defined to an accuracy of $\eta$ digits,

$$
\begin{equation*}
\frac{\Delta p_{i}}{p_{i}}=10^{-\frac{1}{2} \eta} \tag{251}
\end{equation*}
$$

For example, if $p$ is defined as DECIMAL FLOAT(12), then

$$
\begin{equation*}
\frac{\Delta p_{i}}{p_{i}}=10^{-6} \tag{252}
\end{equation*}
$$

Numerical derivatives are less accurate than analytic derivatives. If a number $z$ is accurate to $\pm \sigma$, then a rough estimate is that $\partial \mathrm{z}$ is good to $\pm \sigma$, and $\Delta \mathrm{z}$ to $\pm 10 \sigma$.

What is desired is a global minimum in $\epsilon$. However, no method of non-linear optimization can guarantee that. Only local minima can be found. A local minimum is defined(159) in Newton-Raphson methods as

$$
\begin{array}{ll}
\nabla \epsilon & =0 \\
\nabla^{2} \epsilon & >0 \tag{254}
\end{array}
$$

In quasi-Newton methods, equation (253) is satisfied, and an approximation to equation (254) is sometimes used. For direct searches, one aims for convergence ( $p^{\prime}=p$ ), rather than testing for (253) or (254). The program EXAMPLE of chapter 5 eventually gives up when it can't lower $\epsilon$ to $\epsilon_{\text {goal }}$ in 3000 iterations. The program TREFOIL for chapter 3 never gives up; one controls it by only giving it a finite amount of computer time. TREFOIL, which uses a direct-search method, seems quite susceptible to local "false" minima(160).

The only way to feel confident that a global minimum may have been found is to start with several initial guesses widely separated in parameter space, and if all converge to the same place, it's probably the global minimum. If not, choose the lowest local minimum, and maybe try some more initial guesses.

Direct search methods work by controlled trial and error. One varies the parameter vector $p$ a distance $\Lambda$ in direction $s$, to lead to

$$
\begin{equation*}
p^{\prime}=p+d=p+\Lambda s \tag{255}
\end{equation*}
$$

If $\epsilon\left[p^{\prime}\right]$ is less than $\epsilon[p]$, the step is accepted, and if not, rejected. After that, a step in some other direction is tried. The various methods differ in the ways in which they determine $\Lambda$ and s. Some take steps along each parameter in turn. The program TREFOIL does this, and when no step along any direction is accepted, TREFOIL divides $\Lambda$ by 10. In other methods, steps are taken along certain preferred directions, say along eigenvectors of the covariance matrix(161), or in directions that had been most successful previously and orthogonal to that.

Quasi-Newton and Newton-Raphson methods update the parameter vector by a change d given by

$$
\begin{equation*}
p^{\prime}=p+d=p+\Lambda H G \tag{256}
\end{equation*}
$$

where

$$
\begin{equation*}
G=\nabla \epsilon=\frac{\partial \epsilon}{\partial p} \tag{257}
\end{equation*}
$$

and $H$ is related to, or an approximation of, the inverse Hessian matrix. For a recent article, which reviews many of the quasi-Newton methods, see reference(162). An excellent textbook is Bazaraa and Shetty (159).

The method of steepest descents is defined by equation (256) and

$$
\begin{equation*}
\mathrm{H}=1 \tag{258}
\end{equation*}
$$

Although this method works, it is slow. The problem is that it is far too sensitive to local changes in slope, and the Markov chain of the steepest descent path usually zigzags toward the solution, rather than following a smooth or regular trajectory. Minimization methods need not throw out all memory of previous iterations. The path so far can give clues as to which direction s to update in. The various. quasi-Newton methods fold in information about previous function and gradient values to the $H$ matrix, and the steepest-descent path $G$ is deflected in a plausible direction. The best $H$ seens to be that of Broyden, Fletcher, Goldfarb, and Shanno (BFGS or BFS) (163).

The steplength $\Lambda$ is detemined in one of several ways. The "acceptable-point" method tries $\Lambda=1$, and if this leads to lower $\epsilon$, the move is accepted, and if not, $\Lambda=1 / 2$, then $1 / 4$, etc. are tried. The cubic interpolation of Davidon(164) finds a nearly optimal $\Lambda$, but takes so much extra computer time to do so that the acceptable-point method is often preferred. The program TREFOIL uses the method of Davies, Swann, and Campey (165). It steps some predetermined $\Lambda$, and if this lowers $\epsilon$, another $2 \Lambda$, and then maybe $4 \Lambda$, and so on until the step is unsuccessful. $\epsilon$ is then evaluated at a point midway between the two most recent steps, and quadratic interpolation is performed. Several other variants are known.

Due to the peculiar nature of the idempotency constraint, only one method of imposing the constraints of idempotency, normalization, Hermitivity, symmetry, and positivity of the vibrational cumulant expansion will be mentioned here. Normalization and Hermitivity are imposed by the method in which dependent $P_{\mu \nu}$ are calculated; symmetry by construction also; I don't know about positivity of $U$. The idempotency cannot be imposed by Lagrangian multipliers nor by any other one-step method. A two-step tangential approach $(166,167)$ is required.

$$
\begin{equation*}
\text { STEP l: } p^{n}=p+\Lambda H G \tag{259}
\end{equation*}
$$

STEP 2: $p^{\prime}=$ constraints $\left(p^{\prime \prime}\right)$; evaluate $E\left[p^{n}\right]$

Many of the programs and subroutines mentioned in this thesis are coded in PL/I in the Appendices. As yet, no quasi-Newton programs for quantum crystallography have had fast enough computation times to be useful - this is likely to be due to programming errors, and not inherent defects in the methods. Also, quasi-Newton methods and least-absolute-values error measures are incompatible(164) due to a singularity in the gradient at convergence. Most quasi-Newton methods assume the existence of $\epsilon^{\prime n}[p]$; the singularity at $\epsilon^{\prime n}\left[p_{\text {optimal }}\right]$ means, by definition, that least-absolute-value measures are not well-behaved in an optimization theory sense.

All parameters should be refined simultaneously. Just because a free-atom refinement comes up with certain positions and thermal parameters, this doesn't mean that a quantum (or even a non-quantum) refinement should keep v fixed while refining electronic parameters. This fixing of $v$ is commonly done, either due to computer time limitations, or because of fear that certain elements of $J$, especially those connecting dipoles with position, and monopoles and quadrupoles with vibration, will be enormous (>95\%) and then the parameters aren't independent; the problem has become overparametrized. However, the electronic and non-electronic parameters have quite a different dependence on K , and this hopefully will alleviate the correlations if a sufficient number of reflections are measured(133). A commonly used technique is called the "X minus X -high" refinement(81), where some "cutoff" is taken, usually . $65 \mathrm{~A}^{-1}$, and the $\mathrm{F}_{\text {obs }}(\mathrm{K})$ are divided into "high-angle" and "low-angle" scattering factors by

$$
\begin{equation*}
\mathrm{K}_{\text {Iow }}<.65 \mathrm{~A}^{\circ-1}<\mathrm{K}_{\text {high }} \tag{261}
\end{equation*}
$$

High angle reflections are used to refine $v$ with free atoms, and then low angles are used to fix $P$. This procedure has a few problems. First, there is no justification for throwing out perfectly good data for some parameters, and pretending that $J$ has no elements between $V$ and P. By definition, it will find a false minimum which may or may not be close(81) to the true minimum. All data should be used to fix
each parameter, and if a certain datum has no effect on a parameter, it won't affect the refinement. Second, $x$-X-high arbitrarily refines first $v$, then $P$, in effect pretending that the $X$-high experiment is infinitely more important than X-low. Third, Price et al. (38) find that "residual two-centre scattering, i.e. that which is not accounted for accurately by one-centre tems, is a high-Bragg angle phenomenon." In other words, cross-tems in $P$ show up mainly above the cutoff, where a free-atom model is being used.

Another questionable refinement technique is the " X minus N " (168) method. Here, neutron scattering is used to find $v$, which is then held fixed while x-rays are used to refine $P$. This assumes that neutron data is infinitely better than x-ray data. Contrast this with the laudable "X plus N" method(5) where one refines both data sets with the same model, with an overall weighting ratio $\mathrm{w}_{\mathrm{X}} / \mathrm{w}_{\mathrm{N}}$ based on experimental considerations, internal consistency of each data set, etc.

A measure of intemal consistency is needed. One is the comparison of experimental numbers which ought to be equal, say $F(K)$ and $F(-K)$ in a centrosymmetric crystal. This is not entirely satisfactory, since the absorption in an odd-shaped specimen is not centrosymmetric. A very nice measure is the internal R-factor, which is an R-factor where

$$
\begin{equation*}
F_{c a l}(K)=F_{o b s}(K)+\sigma F_{o b s}(K) \tag{262}
\end{equation*}
$$

Despite Scherinmger's caveat(151) that mixing data sets of different quality "has a disastrous effect" on refinements, one should follow Hirshfeld(133) and use all reflections for refining all parameters. Preferably, reflections will be measured out as far as possible. No data should be thrown out, even if the measured intensity is negative(169). Oldfield(104) has shown the remarkable insensitivity of $P$ to random error in measured Bragg intensities. Arnberg et al (97) refined the structure of $\mathrm{C}_{30} \mathrm{H}_{18} \mathrm{O}_{2}$ until it "converged to acceptable coordinate values" based solely on data with $\sigma(\mathrm{I}) / \mathrm{I}>$ 0.30. They conclude(97) that "no set of reflections should therefore be excluded from a least-squares refinement on the pretext of having too large $\sigma(I) / I$ values."

Error bars and covariance matrices are a necessary part of any interpretation of experimental data(170), which data always have error bars of their own. The propagation of errors from data to parametrization proceeds as follows.

Define $G_{\mu}^{K}$ as the gradient of one $F_{c a l}(K)$ with respect to a parameter $\mathrm{p}_{\mu}$.

$$
\begin{equation*}
G_{\mu}^{K}=\frac{\partial F_{c a l}(K)}{\partial \rho_{\mu}} \tag{263}
\end{equation*}
$$

$E$ is a square matrix $\operatorname{Dim}(p)$ by $\operatorname{Dim}(p)$ with elements

$$
\begin{equation*}
E_{\mu \nu}=\sum_{K} G_{\mu}^{K} G_{\nu}^{K} \sigma\left(F_{o b s}(K)\right) \tag{264}
\end{equation*}
$$

Then the error bars $\sigma(p)$ and covariance matrix $J$ are, for $\epsilon_{3}^{\prime}$,

$$
\begin{align*}
& \sigma\left(p_{\mu}\right)=\sqrt{\frac{1}{\Phi}\left(E^{-1}\right)_{\mu \mu} \epsilon}  \tag{265}\\
& J_{\mu \nu}=\left(E^{-1}\right)_{\mu \nu} / \sqrt{\left(E^{-1}\right)_{\mu \mu}\left(E^{-1}\right)_{\nu \nu}} \tag{266}
\end{align*}
$$

where $E^{-1}$ is the inverse of $E$. The goodness of fit is

$$
\begin{equation*}
\text { GOF }=\sqrt{\epsilon / \Phi} \tag{267}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi=\operatorname{Dim}(F)-\operatorname{Dim}(p) \tag{268}
\end{equation*}
$$

A GOF of 1.00 is as good as the data itself. Any method which gets a GOF<1 with "chemistry quality" data is unlikely. The goodness of fit will get worse as the model becomes overparametrized. GOF is what really should be minimized in a totally empirical wavefunction; the dependence on $\Phi$, the number of observations minus the number of parameters, should be kept in mind. Be sure that each extra parameter is justified. A good discussion of statistical sloppiness is Lonsdale's article(171).

Some directions for future work have been suggested above. The application of the fitting procedure in cases of more than one orbital of the same symmetry is still not fully delineated. Although beryllium metal has been modeled, no semiconductors or insulators have had their x-ray diffraction data fit by totally empirical wavefunctions. Possibilities are graphite; the series diamond, silicon, germanium, and $\alpha$-tin; and the organic crystal oxalic acid dihydrate. Whether it is more efficient to use McWeeny's or Mestechkin's purification method is still an open question. The Wannier formalism has not been applied to any real 3-dimensional crystals. The vibrational TLSI formalism of Chapter VI is totally lacking in computational considerations. The thesis does provide a fairly complete framework for these investigations, however.
VIII. Conclusions

Molecular systems can best be modeled by a quantum mechanical wavefunction. It is possible to obtain a wavefunction purely from experimental data, without recourse to energy evaluations, by imposing quantum constraints on the interpretation of one or more experiments. This totally empirical wavefunction formalism is applicable to insulators, semiconductors, and metals.

Information from many different kinds of experiment can simultaneously be fit by a totally empirical wavefunction. In this thesis, attention has been focussed on Bragg scattering. Two-state experiments; i.e. absorption or emission spectroscopy, have not been treated in this thesis; the formalism is thus restricted as of now to resonance and scattering experiments. Only two types of measurement provide a large enough sample of unambiguous data for use as the only experiment to be fit. The fundamental object to be modeled, according to the Hohenberg-Kohn theoren.(10), is the electron density. Bragg scattering measures the real space electron density $\rho(r)$; Compton scattering and positron annihilation measure the momentum space density $\rho(k)$. The scope of coherent scattering measurements is certainly sufficient for determining a totally empirical wavefunction. Magnetic resonance, inelastic scattering, and the like do not of themselves measure the electron density unambiguously at all points in space; although useful in conjunction with Bragg diffraction, they are not
sufficient in themselves. Neutron scattering cannot see paired spins. Compton scattering and positron annihilation have not been dealt with in this thesis simply because my predecessors $(13,103,104)$ have concentrated on Bragg scattering.

The totally empirical wavefunction must be determined from the data using some fitting procedure. The iterative equation method of Clinton et al. (13), using the unweighted least-absolute-value error measure $\epsilon_{\text {/ }}$, has been the only fitting procedure used until now. Table 3 and equations (67) to (69) detail the extension of Clinton's algorithm to all 8 crystallographic error measures: weighted or unweighted; amplitude-based or intensity-based; least-absolute-value or least-squares. The measure most faithful to a properly designed experiment is the unweighted intensity-based least-squares measure $\epsilon_{4}$. The "best" electron density is given by $\epsilon_{3}$ or $\epsilon_{3}$ '. Due to the nature of the idempotency constraint, a one-step minimization method must treat idempotency as a quality to be maximized, and smallness of the error as an auxiliary constraint. A two-step method has been devised, which alternates between unconstrained optimization of $\epsilon$ and satisfaction of the quantum constraints. Although this method is related to generalized reduced gradient techniques found in the literature $(71,166,167)$, its use in quantum crystallography is new. The advantages of this two-step method over the iterative equations (67) are:

1. any parameter, not just $P$ matrix elements, can be optimized.
2. the number of independent fitting parameters is explicitly shown, as opposed to the old method which updated the entire P matrix as a unit regardless of how many $P_{\mu \nu}$ were entirely determined by the constraints and the other $P$ elements.
3. error bars and a covariance matrix can easily be obtained for the parameter values.
4. far less computer time is needed than for the iterative equation method.
5. any unconstrained optimization method in the computer science literature can be used without major modifications, if the (ill-behaved) least-absolute-value error measures are avoided.

The totally empirical wavefunction model has been extended to include three effects not found in the case of isolated gas-phase atoms. First, the requirements for describing a bond or antibond between two atoms have been discussed, and in the case of Model 6 for graphite, an explicitly molecular wavefunction model including intercell and intracell bonds has been delineated. The dangers of a "two-center" approximation, in which some $P$ matrix elements, assumed on the basis of chemical intuition to be zero, have been described. A distinction has been drawn between bonding and antibonding terms in the P matrix.

Second, in Chapter $V_{r}$ solid-state effects on the orbital basis have been explicitly described by means of a Wannier formalism. Associated with each cell is a damped wave of isolated-atom basis functions
extending out into neighboring unit cells. Although the details of the damping depend on the Compton profile of the orbitals being modeled, an approximate treatment of the band structure leads to a simple and computationally tractable model, equations (191) to (199), for the "Wannier-izing" of the basis.

Finally, a TLSI (Translation, Libration, Screw rotation, and Internal vibration) model for thermal and zero-point nuclear motions has been outlined. The TLSI model combines the 21 -parameter TLS model of Schomaker and Trueblood(128) with a 3A-6 - parameter spectroscopic-like model of internal motions in a curvilinear(130) Simons'-coordinate(134) local-mode(110) description.

For the first time, the totally empirical wavefunction model has been applied to actual experimental data - the beryllium metal Bragg data of Larsen and Hansen(56). Several approximations were made. The data was assumed free of errors due to absorption, extinction, etc., and only an overall scale factor was optimized. The quantum wavefunction was restricted to a frozen core plus a single determinant of spin-paired orbitals with real coefficients. The core was taken from the atomic calculation of Huzinaga(80). The valence orbital was modeled in a basis of only 2 functions: the atomic(80) $2 s$ orbital and a set of 12 Floating Spherical Gaussian Orbitals. The effects of crystal formation were approximated by a sum of overlapping perturbed atoms. The nuclear motion was assumed rigidly coupled to the electron density of each atom, and totally independent of the motion of all other
atoms. A vibrational cumulant expansion truncated at third cumulants was used. Thus, the electronic problem was reduced to the modeling of a single electron, using 5 parameters; the nuclear problem to a single nucleus modeled with 3 parameters; the experimental problem reduced to a single parameter. Two of the electronic parameters and one of the vibrational parameters were dropped from the refinement. the resultant quantum wavefunction is shown in Table ll. An excellent fit, with conventional R-factor .00249, was obtained. For comparison, a Varghese-Mason multipole model,model 4, was refined in the same basis. The fit to experiment was even better $-R_{\text {p }}$ was .00237 . The two models were compared. The non-quantum model does not lend itself as readily to the interpretation or prediction of other phenomena or experiments. As shown in Figure 13, the quantum model suggests a trigonal bipyramidal 5-center bonding unit, and the non-quantum model a tetrahedral 4-center interaction.
Appendix A - Notation
SYMBOL MEANINGEQUATION
A number of nuclei
C wavefunction coefficient ..... 34
vibrational third cumulant Figure 10
D $\partial \epsilon / \partial P$ ..... Table 3
E Error Matrix ..... 257
F Scattering Amplitude ..... 5, 175
G Gradient Vector ..... 68, 250
H inverse Hessian Matrix ..... 249
I Scattering Intensity ..... 175
J Covariance Matrix ..... 266
K Reciprocal Lattice Vector
L A Lattice Site ..... 166
M Multipole Basis Function ..... 16
N Number of Electrons ..... 23
Normalizer ..... 145
0 Operator Matrix for a Property ..... 1
P Density Matrix ..... 38
Q Symmetry Operation
R Error Measure ..... Table 3
Scattering Weight Matrix ..... 123
S Overlap Matrix ..... 121
Experimental Scale Factor ..... Figure 20
T Reduction Factor ..... 70
Temperature ..... 213
U Vibrational Tensor ..... 125
V Potential Function ..... 201
W Weight of a Multipole Function ..... 21
Wannier Function ..... 181
Vibrational Weighting ..... 210
Y Mestechkin Residual ..... 45
Z Robust/Resistant Functional ..... 62
$A$ Number of Nuclei in a Crystal
a Antisymmetrizer
(\&) Wannier Overlap Matrix ..... 187
a Exponent, Usually Gaussian ..... 17
c Contraction Coefficient ..... 106
d Change in Parameters ..... 90
e $\quad \exp (1)=2.718 .$.
f Scattering Tensor ..... 4
$g$ Basis Function ..... 17
i $\sqrt{-1}$
k Reciprocal Space Wavevector
in the Brillouin Zone ..... 165
Boltzmann's Constant ..... 213
1 Lattice Site ..... 170
m Number of Basis Functions
n Fractional Occupancy of a Band ..... 176

- Orthonormal ..... 235
Observed ..... Table 3
$p$ Parameter Vector ..... 83
q Vibrational Excursion Coordinate
r distance
s Direction for Changing p ..... 248
u Periodic Function ..... 165
v Variables Unrelated to P ..... 83
w Weight of an Observation
$f$ Wannier Scattering Tensor ..... 190
1 Unit Matrix
I Next Iterate
- Dot Product
$<1$ Dirac Bra ..... 1
$\Gamma$ 1-Body Density Matrix ..... 38
Irreducible Representation ..... 109
Center of Brillouin Zone
$\triangle \quad$ Change
$\nabla \quad$ Gradient
$\Lambda$ Steplength ..... 248
$\Xi$ Constraint Function ..... 242
TT Product
$\sum$ Sum
$\Psi$ Many-Body Wavefunction ..... 33
$\Phi$ Degrees of Statistical Freedom ..... 268
$\Omega \quad$ Probability of an Instantaneous
Excursion ..... 212
$\alpha \quad$ Spin-Up
$\beta \quad$ Spin-Down
$\gamma$ A Fitting Parameter Related toSpectroscopy 213
$\delta \quad$ Kronecker Delta
Variation ..... 219

2) Partial Derivative
$\epsilon \quad$ Error Functional ..... 60
5 Exponent Scaling ..... 126
$\eta \quad$ Number of Significant Figures ..... 244
$\theta \quad$ Angle
$K$ Vibrational Force Constant ..... 201
$\lambda$ Lagrange Multiplier ..... 69
$\mu \quad$ General Matrix ..... Page 28
$\nu \quad$ Vibrational Frequency ..... 220
$\pi$ 3.14159...
$\rho \quad$ Physically Meaningful Density ..... 12
$\sigma \quad$ Error Bar ..... 265
$\nu$ Boson Nuclear Wavefunction ..... 206
$\varnothing$ Dihedral Angle
$\chi$ Weight of 1 Determinant ..... 33
$\psi$ Orbital ..... 13
$\omega$ Wannier Phasing ..... 190
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Appendix C
Beryllium Metal Structure Factors from Various Sources

| Reference | (172) |  | 172) |  | (56) |  | (29) | (29) | 29) | ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | Totally Empirical |  |  | Ab Initio |  |
|  | Silver |  |  |  | Average |  | Free | Quan- | Multi | Plane |  |
|  | bs | Error | bs |  |  |  | Atom | $\operatorname{tum}_{\mathrm{F}-\mathrm{cal}}$ | -pole <br> F-cal | $\begin{aligned} & \text { Wave } \\ & \text { F-cal } \end{aligned}$ | $\begin{array}{r} \text { LCAO } \\ \text { F-cal } \end{array}$ |
| 1002 | 11.219 | . 283 | 11.527 | . 288 | 3.348 | 029 | -3.365 | -3.348 | 3.349 | -3.330 | -3.398 |
| 2004 | 4.954 | . 126 | 5.012 | . 126 | 2.216 | . 019 | 2.209 | 2.211 | 2.209 | 2.173 | 2.202 |
| 3006 | 1.470 | . 018 | 1.495 | . 009 | 1.212 | . 003 | -1.213 | -1.214 | -1.212 | -1.184 | -1.215 |
| 4008 | . 362 | . 024 | . 353 | . 004 | . 590 | . 003 | . 589 | . 591 | . 593 | * |  |
| 5010 | 3.408 | . 086 | 3.452 | . 087 | 1.839 | . 016 | -1.761 | -1.840 | -1.839 | -1.829 | -1.892 |
| 6011 | 7.983 | . 200 | 8.096 | . 203 | 2.815 | . 024 | 2.857 | 2.814 | 2.816 | -2.816 | -2.798 |
| 7012 | 2.194 | . 056 | 2.209 | . 056 | 1.473 | . 013 | 1.458 | 1.469 | 1.466 | 1.442 | 1.434 |
| 8013 | 4.651 | . 117 | 4.735 | . 119 | 2.151 | . 019 | -2.144 | -2.149 | -2.150 | 2.105 | 2.132 |
| 9014 | . 999 | . 026 | 1.009 | . 025 | . 995 | . 008 | -. 993 | -. 993 | -. 991 | -. 977 | -. 990 |
| 10015 | 1.728 | . 015 | 1.734 | . 010 | 1.307 | . 003 | 1.307 | 1.308 | 1.305 | -1.280 | -1.307 |
| 11116 | . 313 | . 005 | . 308 | . 002 | . 551 | . 001 | . 552 | . 552 | . 551 | . 539 | . 553 |
| 12017 | . 474 | . 006 | . 469 | . 004 | . 680 | . 002 | -. 678 | -. 679 | -. 679 | * | * |


| 13 | 0 | 1 | 8 | .085 | .010 | .076 | .001 | .273 | .001 | -.272 | -.273 | -.273 | $*$ | $*$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 14 | 0 | 2 | 0 | 1.421 | .036 | 1.447 | .036 | 1.188 | .010 | -1.192 | -1.193 | -1.193 | -1.168 | -1.182 |
| 15 | 0 | 2 | 1 | 4.080 | .103 | 4.093 | .102 | 2.007 | .017 | -1.999 | -1.998 | -2.000 | 1.975 | 1.998 |
| 16 | 0 | 2 | 2 | 1.092 | .028 | 1.121 | .029 | 1.044 | .009 | 1.050 | 1.049 | 1.049 | 1.036 | 1.050 |
| 17 | 0 | 2 | 3 | 2.433 | .016 | 2.449 | .027 | 1.550 | .004 | 1.556 | 1.556 | 1.553 | -1.534 | -1.557 |
| 18 | 0 | 2 | 4 | .532 | .008 | .539 | .004 | .727 | .002 | -.728 | -.728 | -.726 | -.714 | -.730 |
| 19 | 0 | 2 | 5 | .970 | .014 | .969 | .006 | .977 | .002 | -.975 | -.975 | -.974 | .956 | .980 |
| 20 | 0 | 2 | 6 | .169 | .007 | .178 | .002 | .418 | .001 | .419 | .420 | .420 | $*$ | $*$ |
| 21 | 0 | 2 | 7 | .272 | .009 | .280 | .002 | .524 | .001 | .526 | .527 | .528 | $*$ | $*$ |
| 22 | 0 | 3 | 0 | 2.015 | .014 | 2.009 | .012 | 1.408 | .003 | 1.412 | 1.410 | 1.407 | 1.390 | 1.421 |
| 23 | 0 | 3 | 2 | 1.605 | .016 | 1.583 | .010 | 1.251 | .003 | -1.257 | -1.256 | -1.254 | -1.238 | -1.267 |
| 24 | 0 | 3 | 4 | .822 | .008 | .827 | .005 | .902 | .002 | .904 | .904 | .904 | $*$ | $*$ |
| 25 | 0 | 3 | 6 | .302 | .006 | .307 | .002 | .549 | .001 | -.549 | -.551 | -.552 | $*$ | $*$ |
| 26 | 0 | 4 | 0 | .149 | .007 | .134 | .002 | .364 | .002 | -.368 | -.368 | -.368 | $*$ | $*$ |
| 27 | 0 | 4 | 1 | .393 | .008 | .395 | .003 | .623 | .002 | .621 | .621 | .621 | $*$ | $*$ |
| 28 | 0 | 4 | 2 | .114 | .005 | .113 | .001 | .334 | .001 | .333 | . .333 | .333 | $*$ | $*$ |
| 29 | 0 | 4 | 3 | .266 | .006 | .267 | .002 | .513 | .001 | -.510 | -.510 | -.511 | $*$ | $*$ |
| 30 | 0 | 4 | 4 | .054 | .006 | .062 | .001 | .247 | .001 | -.250 | -.250 | -.250 | $*$ | $*$ |
| 31 | 1 | 1 | 0 | 7.221 | .183 | 7.220 | .183 | 2.668 | .023 | 2.658 | 2.665 | 2.672 | 2.621 | 2.632 |
| 32 | 1 | 1 | 2 | 5.507 | .138 | 5.561 | .141 | 2.335 | .020 | -2.338 | -2.338 | -2.340 | -2.303 | -2.330 |
| 33 | 1 | 1 | 4 | 2.609 | .018 | 2.623 | .015 | 1.606 | .003 | 1.611 | 1.611 | 1.608 | 1.582 | 1.612 |
| 34 | 1 | 1 | 6 | .866 | .007 | .853 | .057 | .919 | .002 | -.917 | -.918 | -.918 | $*$ | $*$ |
| 35 | 1 | 1 | 8 | .220 | .006 | .218 | .022 | .463 | .002 | .464 | .466 | .467 | $*$ | $*$ |
| 36 | 1 | 2 | 0 | .755 | .006 | .756 | .050 | .863 | .002 | -.866 | -.865 | -.863 | -.854 | -.868 |
| 37 | 1 | 2 | 1 | 2.137 | .014 | 2.127 | .115 | 1.449 | .003 | 1.454 | 1.453 | 1.450 | -1.434 | -1.459 |


| 38122 | . 588 | . 004 | . 592 | . 035 | . 762 | . 001 | . 767 | . 766 | . 765 | . 755 | . 770 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 39123 | 1.319 | . 011 | 1.328 | . 091 | 1.142 | . 002 | -1.147 | -1.147 | -1.144 | 1.129 | 1.154 |
| 40124 | . 297 | . 004 | . 297 | . 034 | . 541 | . 002 | -. 544 | -. 544 | -. 543 | -. 535 | -. 548 |
| 41125 | . 558 | . 005 | . 557 | . 040 | . 741 | . 002 | . 740 | . 741 | . 740 | * | * |
| 42126 | . 102 | . 004 | . 109 | . 011 | . 327 | . 001 | . 324 | . 325 | . 325 | * | * |
| 43127 | . 174 | . 005 | . 176 | . 015 | . 416 | . 001 | -. 413 | -. 414 | -. 415 | * | * |
| 44130 | . 235 | . 003 | . 239 | . 018 | . 484 | . 001 | -. 481 | -. 480 | -. 480 | * | * |
| 45131 | . 676 | . 006 | . 664 | . 042 | . 811 | . 002 | -. 811 | -. 810 | -. 809 | * | * |
| 46132 | . 201 | . 004 | . 192 | . 015 | . 436 | . 001 | . 432 | . 432 | . 432 | * | * |
| 47133 | . 435 | . 007 | . 439 | . 029 | . 657 | . 001 | . 658 | . 658 | . 658 | * | * |
| 48134 | . 094 | . 003 | . 107 | . 012 | . 321 | . 001 | -. 319 | -. 319 | -. 320 | * | * |
| 49135 | . 205 | . 005 | . 205 | . 016 | . 449 | . 001 | -. 446 | -. 447 | -. 448 | * | * |
| 50140 | . 245 | . 004 | . 241 | . 019 | . 488 | . 001 | . 485 | . 486 | . 486 | * | * |
| 51142 | . 201 | . 004 | . 200 | . 017 | . 443 | . 001 | -. 442 | -. 443 | -. 444 | * | * |
| 52220 | 1.141 | . 010 | 1.126 | . 076 | 1.056 | . 002 | 1.055 | 1.054 | 1.053 | 1.041 | 1.068 |
| 53222 | . 927 | . 012 | . 909 | . 058 | . 948 | . 002 | -. 947 | -. 946 | -. 945 | * | * |
| 54224 | . 502 | . 008 | . 494 | . 044 | . 699 | . 002 | . 695 | . 695 | . 695 | * | * |
| 55230 | . 080 | . 004 | . 083 | . 012 | . 286 | . 001 | -. 285 | -. 285 | -. 286 | * | * |
| 56231 | . 235 | . 004 | . 236 | . 018 | . 481 | . 001 | . 482 | . 483 | . 483 | * | * |
| 57232 | . 072 | . 004 | . 068 | . 008 | . 260 | . 001 | . 259 | . 260 | . 260 | * | * |
| 58233 | . 162 | . 004 | . 164 | . 016 | . 402 | . 001 | -. 400 | -. 401 | -. 402 | * | * |
| Unweighted residual R3 |  |  |  |  | . 00578 |  | . 01044.00247 |  | . 00242 | . 01500 | . 00555 |
| Unweighte | residu | al R1 |  |  | . 00 |  | . 00542 | . 00249 | . 00237 | . 01225 | . 00827 |
| Number of calculate | reflec residu | ions ls | sed to |  | 5 |  | 58 | 58 | 58 | 27 | 27 |

The PL/I Program EXAMPLE

unvnan
as Sume : proct cuhf imexact

0 L (P),

$P(2, i)=T: P(2 ;=1=T ; P(2,3)=T ;$

OASISFATEFRCCEDURE (EASIS):
1* YHIS OEFINESTHE EXPCNENTS FORTHEAO BASIS OF THREE





TRACEX :PRDCEDLRE (X) RETURNSG COMPLEX FLCATII2)):
OCL X (*:*) COPPLEX FLCAR (12 $)$ :
TRACE : PRCCEEUREIX) RETURNS! FLOAT(T2)!
) RELU(*)
IJV2: PROCEDUREISFULLOSINV2I İTIER TJ TAKE THE INYERSE OF IHE INVERSE


OCLIST13:3):St(3;3)) FLCATIL2);
STES E-g\#SFHL iCALL POWERIST,-.5,SHI:
ST= ${ }^{-1}$
RETURN:END IVVE;


$301=1703=\mathrm{CDO}=1 \mathrm{TO} 3 ; \mathrm{DO} \mathrm{K}=1 \mathrm{TO} 3$;

MATNULX: PROCEEUREIA:R, $(1$ :

FIXEEII,0):
$\mathrm{C}=0.0$;
/*The callivg rjliine'must name c differently fron a and b*/

C(I,J)=C(1,J) + DiEAD:ERD:END:RETURN: ENC MATMULX:
START: PROCEDURE(P): ${ }^{\prime}$ * STARTING GUESS FDK P-CALCULATED */
)CL P(*;*) FLOAT (12) $\mathrm{P}=\mathrm{C}$. $;$ P(1,1) $=1$;
RETURA: ENC START

SETUP: THROC CDLZELSDES ESTHE OVERLAD AND FOURIER DRANSFOXMS' OF THE
PAIRS CF BASIS FLNCICAS, FCR THE ISCLATEC ATOM BPPROXMATION
TERERDK DIFFERENTIAL DVERLAP BETHEEN CELLSI ANDFCR THE




CALL DISTFIXIDISII: ATOM APPROX*/



CLSEIXECI2, J):
DO $1=\frac{1}{S U S} 30$ ifors (1)):
SURESUM +ABSIFOES(1))


VIEHP FPROEEDLRE (PEXACT-PISCL SPXIAL): AND AN ERROK MEASLRE



UT SKIPLIST, (JENSI IY MATRIX EALCULATED FOR AN ISCLATED ATOM'I:


PUT SKKip'listirthe ERRCR IS: ERRII; PuT SKIP
PJTSKIP LISTI:THE DEASITY MATAIX CALCULATEE FOR THE WHCLE CRYSTAL : I:


ENDUESKIPLIST ("THE ERROR IS", ERZXI;PUT SKIP:
ERRI =ERRI IERRX:
PUT SRIP LISTI'THE I SOLATED A TOM APPROXI MATICN IS', ERRI):
PUT LISTIOTIMES AS RACAS DUR TREATMENT GOMPARED TO THE EXAC I P : ):


SMILEX FLOA T 12 SISDCL S
FNE $=0$. $F$ FACJ=O.


FNEW(I, NO: SM INUS2 $(1, L)$ FF(L, JoK):
NO ©END: ENOKEXD
jNO;END:END:END:
IF ABSI FNEW(1,L;K) SBIEE-S TVEN:
FADJ(I,JOK)=FACJ(I,j,K) FNO;
RETURN:END SCATTER:
PJWER : PRCCEDURE (ARA;E)
C*THIS CALELLATES THE MATRIX B=A**N,HHEREN
D:L (A) (

IF N=1.0 YHEN CO IO INVERT:





CALL MATMULTIO,A,TI:CALL MA TMLLTIT,D,DOI:
CALL MATMJLT(CC, C, Dij):CALL MATMULIID:00, D4):
B=1.5*0-(04+03)/4.0: *THE AUSSIAN ITERATIVE FORMULA */




三 vo: END:OET=DE İ(A(1;i)+A(2,2)+A(3,3i):








-






- $11=C+0-01213$ 3

REIURA: END CUBIC:
- PURIFY: PRCCEEURE(A):

1. THIS PREEEDUAE PLRIFIESBY THE MCREENY PROCESS:A MATRIX.






LSORFIT: PRLCERUAE IFCES SS, F;P):
SCATIERING FALIJXS FOBS OIN THE ORTHCNCRMAL BASIS WI TH FOLRIER SCANSEING FAL NJYE IHAT THE HO FOQMALISMS ISJL AVD XTAL AKE TREATED ON AN ENIHELYEGUIVALENTFCCING
O: (1)
D:L GTHICE13.3) (CCNFLEX FLQAT(12):



ITER 1 OONEO:DO $1=1$ YO 3 ONETI,IIFI.CCEEVO:

LOOPUP: $A$ THIS IFE IPERATIVE PROC: URE */

CEEDO: CALL IENSOKICEEF, HEICFI):
siall rairulx gez,gez,Ghice).



3HAT (1:



```
\begin{tabular}{|c|c|}
\hline \(4 \%\) &  \\
\hline 4420 &  \\
\hline ＋30： &  \\
\hline 4440 ． &  \\
\hline \(4{ }_{4}{ }^{4}\) ． &  \\
\hline \(44^{4.1}\) & ELS Prex \\
\hline 边 &  \\
\hline 60： &  \\
\hline \(65^{\circ}\) &  \\
\hline 44700 &  \\
\hline 44．450． & \begin{tabular}{l}
 \\
ELSE EPSSSCRI（EPSTEPSLCN1：
\end{tabular} \\
\hline 05. & ＝IVISH：PLT SKIP DAIAIEPSITEP，P，GOF LANECAI： \\
\hline 07. & SKIP LISTA EPS GJiNG \\
\hline \[
\begin{aligned}
& 080 \\
& 080 \\
& 10
\end{aligned}
\]
\[
10=
\] & \begin{tabular}{l}
つけ SKI P：EPS＝SORI IEPS＊EPSINII： \\
 Go IC LCOPYP：
\end{tabular} \\
\hline \[
\begin{aligned}
& 43250: ~ \\
& 4530 \\
& 450
\end{aligned}
\] & \begin{tabular}{l}
ЗAニK：PJT SKIP：PLT SKIP OAIAILAMADA．EPS，P）： \\
 teturaiend lsgrfit：
\end{tabular} \\
\hline & \\
\hline & \\
\hline \＄510 &  \\
\hline 4630． &  RETURN：END FIXESS： \\
\hline 98． &  \\
\hline 999999 ． & \％／＊J．Srsin ou＊ \\
\hline
\end{tabular}
```



Subroutines to Go To and From a Local
Coordinate Frame
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