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Abstract
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The problem of discriminating between non-orthogonal states is one that has generated a lot of interest. This basic formalism is useful in many areas of quantum information. It serves as a fundamental basis for many quantum key distribution schemes, it functions as an integral part of other quantum algorithms, and it is useful in experimental settings where orthogonal states are not always possible to generate. Additionally, the discrimination problem reveals important fundamental properties, and is intrinsically related to entanglement. In this thesis, the focus is on exploring the problem of sequentially discriminating between non-orthogonal states. In the simplest version these schemes, Alice sends one of two known pure states to Bob who performs a non-optimal discrimination procedure such that the post measurement states resulting from his measurement can then be discriminated by a third participant, Charlie. In these schemes, the goal is to optimize the joint probability of both Bob and Charlie succeeding. In devising such a scheme, there are several different criteria that can be prioritized. The most basic scheme, referred to as Minimum Error (ME) discrimination, prioritizes Bob’s and Charlie’s abilities to successfully determine which state was sent by Alice. In this scheme, Bob and Charlie each set up two detectors and based on the result from the detector they make a guess as to which state was sent. For instance, if Bob registers a click in his first detector, he concludes that Alice sent the first state. As each detector has some probability to produce a result for either incoming result, Bob and Charlie optimize their joint probability of success by optimizing the probability that each detector
will fire when the correlated state is sent by Alice. Another possible scheme, referred to as Unambiguous Discrimination (UD), prioritizes Bob’s and Charlie’s ability to correctly determine the state sent by Alice. In this scheme, Bob and Charlie each set up three detectors, where if a result is obtained from the first two detectors Bob or Charlie can determine with certainty which state was sent by Alice. One final setup, referred to as Discrimination with a Fixed Rate of Inconclusive Outcome, is a combination of the previous two schemes, where Bob and Charlie maximize their probability of successfully determining the state sent by Alice where they allow some fixed probability that they will not be able to determine which state Alice sent. This fixed inconclusive probability allows Bob and Charlie to control how much they prioritize correctly determining the state that was sent, as in the Unambiguous Discrimination, versus prioritizing successfully determining the state sent by Alice, as in Minimum Error discrimination. One final topic that will be discussed by this thesis is Quantum Retrodiction. Quantum Retrodiction applies an alternate perspective on the communication protocol between Alice and Bob. In the predictive model, Alice calculates the probability that Bob gets a specific measurement result given that she prepares her system in a specific state. In the retrodictive model, Bob calculates the probability that Alice prepared her system in a specific state given the result of his measurement. This alternate perspective on the communication procedure gives new a new understanding and new tools for approaching the problem of state discrimination, as exemplified by applying the retrodictive formalism to unambiguous discrimination.
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Chapter 1

Quantum Measurement Theory

The problem of discriminating between quantum states is intrinsic to the field of Quantum Information. The goal of this chapter is to provide a framework for understanding the concepts behind quantum state discrimination that will be used throughout the rest of this thesis. Before discussing state discrimination directly, it is necessary to first review the basics of quantum measurement theory. Quantum measurement theory relies on a number of fundamental postulates that are based on experimental findings:

1. Any quantum system can be represented by a vector in a complex Hilbert space, i.e. $|\psi\rangle = \sum_i \alpha_i |i\rangle$. The basis vectors $|i\rangle$ represent the possible states the system will be found in after a measurement, and span the Hilbert space. The value $|\alpha_i|^2$ is the probability that the measurement will show that the system is in state $|i\rangle$.

2. Every observable can be represented as a Hermitian operator on this Hilbert space, i.e. $X = \sum_i \lambda_i |i\rangle \langle i|$, where $\lambda_i \in \mathbb{R}$ $\forall i$. Measuring an observable will always result in one of the eigenvalues, $\lambda_i$, of $X$. The probability of measuring the eigenvalue $\lambda_i$ for the state $|\psi\rangle$ can be calculated as $\langle \psi | i \rangle \langle i | \psi \rangle = |\alpha_i|^2$. In order for this measurement to be complete, the eigenvectors $|i\rangle$ of $X$ must span the entire Hilbert space, even if the eigenvalues corresponding to some of these states are 0. The average value of
the observable $X$ can be found as $\sum_i \lambda_i |\alpha_i|^2 = \sum_i \lambda_i \langle \psi | i \rangle \langle i | \psi \rangle = \langle \psi | X | \psi \rangle$ for pure quantum states.

3. After a measurement, the final state of the system is the basis vector that corresponds to the measured result. If, after measuring the observable $X$, one obtains the value $\lambda_i$, then the post measurement state of the quantum system is $|i\rangle$.

These basic postulates serve as a foundation for mathematically describing quantum measurements. Before using these postulates to reach a complete description of quantum measurement, it is first helpful to introduce a number of crucial concepts. The first of these relevant concepts are projectors. Projectors are an important instance of an observable. A projector, $P_j = |j\rangle \langle j|$, is an observable that only has a value when the system is in state $|j\rangle$. In other words, a projector is a basic detector that can only detect when a system is in state $|j\rangle$. The most basic type of measurement can be described as having a set of detectors $P_j$ such that they span the entire Hilbert space, i.e. $\sum_j P_j = I$. After this measurement, if the $P_j$ detector clicks, then the post measurement state is $|j\rangle = \frac{P_j |\psi\rangle}{\sqrt{\langle \psi | P_j | \psi \rangle}}$, which is found with probability $\langle \psi | P_j | \psi \rangle = \text{tr}(P_j |\psi\rangle \langle \psi| P_j)$.

A second relevant concept is the description of mixed states. In some cases, instead of having a single possible known quantum state, it is useful to be able to describe a system that can be in a number of different possible quantum states. For instance, a mixed state $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$ describes an ensemble of states $\{|\psi_i\rangle\}$ such that the state $|\psi_i\rangle$ is prepared with probability $p_i$. One can also perform a measurement on a mixed state. To compare with the example above, if the detector $P_j$ clicks, then the post measurement state is $\rho_j = \frac{P_j \rho P_j}{\text{tr}(P_j \rho)}$. This post measurement state is found with probability $\text{tr}(P_j \rho)$.

A final necessary concept is partial measurement. If given a quantum state $|\psi\rangle_{ab} = |\theta\rangle_a |\varphi\rangle_b$ in the Hilbert space $H = H_a \otimes H_b$, then one can consider a measurement only on the $H_b$ Hilbert space. For instance, if $H_a$ is spanned by the eigenvectors $\{|i\rangle_a\}$ and $H_b$ is spanned
by the eigenvectors \( \{ |j\rangle_b \} \), then one can perform a projective measurement described by the projectors \( P_{kb} = |k\rangle_b \langle k| \). The resulting final state from a detection by the \( k \)th projector gives the post-measurement state \( |\psi_f\rangle = \frac{P_{kb}|\psi\rangle}{\langle \psi|P_{kb}|\psi\rangle} \). Any arbitrary unitary operator \( U \) can be applied before this partial measurement, giving the final state of \( |\psi_k\rangle = \frac{|k\rangle \langle k| U |\psi\rangle}{\langle \psi|U^+ P_{kb} U |\psi\rangle} \).

Using the substitution \( A_k |\theta\rangle_a = \langle k| U |\theta\rangle_a |\varphi\rangle_b \) and \( \Pi_k = A_k^\dagger A_k \), the previous result can be rewritten as \( |\psi_k\rangle = \frac{A_k |\theta\rangle_a |k\rangle_b}{\sqrt{\text{tr}(\Pi |\psi\rangle \langle \psi|)}} \).

These mathematical formalisms can be combined to describe any general quantum measurement that can be performed on some quantum state \( |\psi\rangle \) or \( \rho \). All quantum measurements can be represented as a Positive Operator Valued Measurement (POVM), determined by a complete set of positive operators \( \{ \Pi_i \} \) and the normalization condition, \( \sum_i \Pi_i = I \). These positive operators can be expressed in terms of operators \( A_i \) such that \( \Pi_i = A_i^\dagger A_i \). After a measurement, one of these detectors, \( \Pi_i \) will be detected with probability \( p(i|\rho) = \text{tr} (\Pi_i \rho) \), resulting in the post measurement state \( \rho_i = \frac{A_i^\dagger \rho A_i}{\text{tr}(\Pi_i |\rho\rangle \langle \rho|)} \). If the initial state is a pure state then the probability of detection is given as \( \langle \psi| \Pi_i |\psi\rangle \) and the post measurement state is \( |\psi_i\rangle = \frac{A_i |\psi\rangle}{\sqrt{\langle \psi | \Pi_i |\psi\rangle}} \). The conditions of positivity and normalization on the detectors \( \Pi_i \) ensure that the probabilities \( p(i|\rho) \) fulfill all the criteria of probabilities: \( p(i|\rho) \in \mathbb{R} \), \( 1 \geq p(i|\rho) \geq 0 \), and \( \sum_i p(i|\rho) = 1 \). In the case that one wants to describe a system that has been measured but the measurement outcome is unknown, the post measurement state can be described as a mixed state constructed from the ensemble of the possible measurement outcomes multiplied by their probability of occurring: \( \tilde{\rho} = \sum_i p(i|\rho) \rho_i = \sum_i A_i \rho A_i^\dagger \).

One important subtlety that we will heavily rely upon the intrinsic relation between the POVM formalism and partial measurements of a system. Neumark showed \([5]\) that every POVM can be formulated in terms of entangling the original state with an ancilla and applying a partial measurement to the ancilla system. As already hinted at early, if there is a POVM represented by \( \Pi = \{ \Pi_i \} \) with the corresponding states \( A_i^\dagger A_i = \Pi_i \), then we can define the transformation \( A_k |\psi\rangle = \langle k| U_{ab} |\psi\rangle_a |\varphi\rangle_b \), where \( |\varphi\rangle_b \) is an ancillary state appended
to the system. In general, one can express the POVM acting on the state $|\psi\rangle$ via the unitary as follows:

$$U_{ab} |\psi\rangle_a |\phi\rangle_b = \sum_i A_i |\psi\rangle |i\rangle.$$ (1.1)

At this point, the generalized measurement can be recovered by considering a projective measurement on the ancilla states. For more detail on Quantum Measurement Theory, one can refer to [6], [7], and [8].
Chapter 2

Quantum State Discrimination

Now equipped with the tools of Quantum Measurement theory, the problem of state discrimination can be explored. The basic setup is that Alice randomly prepares a system in a state from the set \( \{ \rho_i \} \) with the corresponding probability \( \{ \eta_i \} \) and sends that state to Bob. Bob’s task is to perform a measurement that maximizes his probability of determining which state Alice prepared. If Bob’s measurement is described by the POVM elements \( \Pi_i \), the probability that Bob’s \( i \)th POVM element will detect a result given that Alice sent the \( \rho_j \) state is: \( p(i|j) = tr (\Pi_i \rho_j) \). If upon getting a click in the \( i \)th detector, Bob concludes that Alice sent \( \rho_i \), then Bob’s average probability of being correct is \( \sum_i \eta_i tr (\Pi_i \rho_i) \). Bob’s goal in the state discrimination problem is to optimize his average probability of success depending on any criteria he might impose on his results. Three standard formulations of this state discrimination are Minimum Error (ME), Unambiguous Discrimination (UD), and Discrimination with a Fixed Rate of Inconclusive Outcome (FRIO). The setups and optimization of these three discrimination strategies will be discussed for the case where Alice only sends Bob one out of two possible states. While the following overview is sufficient for the purposes of this dissertation, further overviews of state discrimination can be found in [9], [10], [11], and [12]. While these three discrimination strategies are fundamentally important schemes,
there are additional approaches to state discrimination not covered by this thesis, including the Maximum Confidence measurement [13–17] and the Minimum Cost measurement [18]. Additionally, the problem of Quantum State discrimination is intrinsically linked to the no-cloning theorem [19–22] and the no-broadcasting theorem [23]. While this connection is outside the scope of this dissertation, the interested reader can refer to [24] as a starting point. Finally, there are also other approaches to communication of quantum states between two parties that aren’t state discrimination, including state exclusion [25], for example.

2.1 Minimum Error Discrimination

In ME, Bob’s criteria for success is simply that his probability of making an error in determining which state was sent by Alice is minimized. This criteria was introduced by [26],[27], and [28]. For the case where Alice sends one of two mixed states, Bob’s optimization problem can be expressed as:

\[
\text{minimize} \quad P_e = \eta_1 tr (\Pi_2 \rho_1) + \eta_2 tr (\Pi_1 \rho_2),
\]

subject to

\[
\Pi_1 + \Pi_2 = I \quad \text{and} \quad \Pi_i \geq 0 \quad \text{for} \quad i = 1, 2.
\]

In this setup, Bob has two detectors, \(\Pi_1\) and \(\Pi_2\). When he gets a result from the \(\Pi_i\) detector, Bob concludes, correctly or erroneously, that Alice sent the state \(\rho_i\). One approach to solving this problem is to substitute \(\Lambda = \eta_1 \rho_1 - \eta_2 \rho_2\) and \(\Pi_2 = I - \Pi_1\). After this substitution, one obtains two equivalent terms: \(P_e = \eta_1 - tr (\Pi_1 \Lambda) = \eta_2 + tr (\Pi_2 \Lambda)\). Combining these terms, the resulting equation is \(2P_e = 1 + tr (\Pi_2 \Lambda) - tr (\Pi_1 \Lambda)\). We can break up \(\Lambda\) into its positive and negative components: \(\Lambda = \Lambda_+ + \Lambda_-\), where \(\Lambda_+ \geq 0\) and \(\Lambda_- < 0\). From this, the \(P_e\) term
is minimized when \( tr (\Pi_2 \Lambda_+) = tr (\Pi_1 \Lambda_-) = 0 \). Thus the solution that gives the minimum error is \( P_e = \frac{1}{2} \left( 1 - ||\Lambda|| \right) \), where \( ||\Lambda|| = tr \left( \sqrt{\Lambda \Lambda^\dagger} \right) \). If Alice only sends one of two pure states, \( |\psi_1\rangle \) or \( |\psi_2\rangle \), then this reduces to the \( P_e = \frac{1}{2} \left( 1 - \sqrt{1 - 4 \eta_1 \eta_2 \langle \psi_1 | \psi_2 \rangle^2} \right) \).

While this solution is complete, it is useful to see how the same result can be derived from the Neumark formulation of the problem [29]. Specifically focusing on the case where Alice sends pure states, Bob’s measurement can be represented as entangling Alice’s state with an ancilla state and applying a projective measurement to the ancilla state. Bob’s measurement depends on the entangling unitary as follows:

\[
U |\psi_1\rangle |i\rangle = \sqrt{p_1} |\varphi\rangle |1\rangle + \sqrt{r_1} |\varphi\rangle |2\rangle, \tag{2.1}
\]
\[
U |\psi_2\rangle |i\rangle = \sqrt{r_2} |\varphi\rangle |1\rangle + \sqrt{p_2} |\varphi\rangle |2\rangle. \tag{2.2}
\]

After measuring the ancilla, Bob uses the result to guess which state Alice sent. If Bob measures the ancilla in state \( |i\rangle \), he concludes that Alice sent state \( |\psi_i\rangle \). This means that \( p_i \) is the probability that Bob succeeds given that Alice sent state \( |\psi_i\rangle \), and \( r_i \) is the probability that Bob incorrectly identifies the state Alice sent given that Alice sent state \( |\psi_i\rangle \). Bob’s average probability of erroneously determining the state Alice sent is \( P_e = \eta_1 r_1 + \eta_2 r_2 \), which is subject to the constraints \( \langle \psi_1 | \psi_2 \rangle = \sqrt{p_1 r_2} + \sqrt{r_1 p_2} \) and \( p_i + r_i = 1 \). These constraints come from the requirement that Bob’s operation \( U \) must be unitary. One method to find the minimum probability of error is to make the substitution \( \sqrt{r_i} \equiv \sin (\theta_i) \). With this substitution, the constraint becomes \( \langle \psi_1 | \psi_2 \rangle \equiv \sin (\varphi) = \sin (\theta_1 + \theta_2) \). This fixes \( \theta_1 + \theta_2 = \varphi \) and leaves only the free variable \( \Phi \equiv \theta_1 - \theta_2 \). Substituting back into the original expression, one can minimize the average probability of error as follows:

\[
P_e = \eta_1 \sin \left( \frac{\varphi + \Phi}{2} \right)^2 + \eta_2 \sin \left( \frac{\varphi - \Phi}{2} \right)^2,
\]
\[
\frac{\partial P_e}{\partial \Phi} = 0 = 2\eta_1 \sin \left( \frac{\varphi + \Phi}{2} \right) \cos \left( \frac{\varphi + \Phi}{2} \right) - 2\eta_2 \sin \left( \frac{\varphi - \Phi}{2} \right) \cos \left( \frac{\varphi - \Phi}{2} \right),
\]
\[ \Rightarrow \eta_1 \sin (\varphi + \Phi) = \eta_2 \sin (\varphi - \Phi), \]
\[ \Rightarrow \tan (\Phi) = (\eta_2 - \eta_1) \tan (\varphi), \]
\[ \Rightarrow r_{1,2} = \sin^2 \left( \frac{\varphi \pm \Phi}{2} \right) = \frac{1}{2} (1 - \cos (\varphi \pm \Phi)), \]
\[ \Rightarrow \tan (\Phi) = \frac{\eta_2 - \eta_1}{\eta_2 + \eta_1} \tan (\varphi), \]
\[ \Rightarrow r_{1,2} = \sin^2 \left( \frac{\varphi \pm \Phi}{2} \right) = \frac{1}{2} (1 - \cos (\varphi \pm \Phi)). \]

For a calculation of the optimal probability of error for various overlaps see Figure 2.1. Additionally, one helpful visualization of the Minimum Error Discrimination scheme is depicted in Figure 2.2, which is a reproduction of Figure 11.6 in [9]. For other applications and extensions of the minimum error discrimination scheme outside of the scope of this thesis, including minimum error discrimination between more than two states, refer to [30–34].

### 2.2 Unambiguous State Discrimination

In UD, Bob’s measurement criteria is that he never incorrectly identifies the state sent by Alice. This criteria was first introduced and explored by Ivanovic, Dieks, and Peres, in [35], [36], and [37]. It was then later expanded upon by Jaeger and Shimony in [38]. In this setup, Bob has three detectors: $\Pi_1, \Pi_2, \Pi_0$. When either the $\Pi_1$ or $\Pi_2$ detectors click, Bob concludes with certainty that Alice sent the corresponding state. When Bob’s third detector, $\Pi_0$, clicks, Bob’s measurement result is inconclusive and he is unable to determine the state sent by
Alice. While some recent work has explored the possibility of unambiguously discriminating between mixed states [39, 40], this thesis will focus solely on applying UD to pure states. In this case, Bob’s optimization problem can be described as follows:

$$\begin{align*}
\text{maximize} & \quad P_s = \eta_1 \langle \psi_1 | \Pi_1 | \psi_1 \rangle + \eta_2 \langle \psi_2 | \Pi_2 | \psi_2 \rangle , \\
\text{subject to} & \quad \Pi_1 + \Pi_2 + \Pi_0 = I \text{ and } \Pi_i \geq 0 \text{ for } i = 1, 2, \\
& \quad \langle \psi_1 | \Pi_2 | \psi_1 \rangle = \langle \psi_2 | \Pi_1 | \psi_2 \rangle = 0.
\end{align*}$$

Using the Neumark formulation, Bob’s measurement can be written as follows:

$$\begin{align*}
U \left| \psi_1 \right| i \rangle &= \sqrt{p_1} \left| \varphi_1 \rightangle \left| 1 \rightangle + \sqrt{q_1} \left| \varphi_2 \rightangle \left| 0 \rightangle , \\
U \left| \psi_2 \right| i \rangle &= \sqrt{p_2} \left| \varphi_3 \rightangle \left| 2 \rightangle + \sqrt{q_2} \left| \varphi_4 \rightangle \left| 0 \rightangle.
\end{align*}$$

Figure 2.1: Optimal probability of error versus the prior probability for the overlaps $\langle \psi_1 | \psi_2 \rangle = 0.3, 0.5, 0.7$ in blue, orange, and green respectively.
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Figure 2.2: Graphical representation of the Minimum Error Discrimination procedure. $|\psi_1\rangle$ and $|\psi_2\rangle$ are projected onto a 2D real Hilbert space and oriented symmetrically around $|1\rangle$. The detection operators $\Pi_i$ are represented by the projective detection operators $D_i$ in this 2D Hilbert space. The relative angle between $D_i$ and $|\psi_j\rangle$ affects the probability of detecting the state. For equal priors, the optimal solution corresponds to orienting $D_1$ and $D_2$ symmetrically around $|\psi_1\rangle$ and $|\psi_2\rangle$.

Here, $p_i \equiv \langle \psi_i | \Pi_i | \psi_i \rangle$ and $q_i \equiv \langle \psi_i | \Pi_0 | \psi_i \rangle$. Both of these formulations lead to the constraint: $q_1 q_2 \geq |\langle \psi_1 | \psi_2 \rangle|^2 \equiv s^2$. In the case of the POVM formulation this constraint comes from the positivity of $\Pi_0$, and in the case of the Neumark formulation this constraint comes from the unitarity of Bob’s operation. Substituting the saturated constraint $q_1 q_2 = s^2$ into the original problem, the optimal solution can be found:

$$P_s = 1 - \eta_1 q_1 - \eta_2 q_2 = 1 - \eta_1 q_1 - \eta_2 \frac{s^2}{q_1},$$

$$\frac{\partial P_s}{\partial q_1} = 0 = -\eta_1 + \eta_2 \frac{s^2}{q_1^2},$$

$$q_i = \sqrt{\frac{1 - \eta_i}{\eta_i}} s,$$

$$P_s = 1 - 2\sqrt{\eta_1 \eta_2 s}.$$
One important note is that this solution is only valid for $q_1, q_2 < 1$. This means that the full solution becomes:

\[
P_s = \begin{cases} 
\eta_1 (1 - s^2) & \eta_1 > \frac{1}{1+s} \\
1 - 2\sqrt{\eta_1\eta_2}s & \frac{1}{1+s} \geq \eta_1 \geq \frac{s}{1+s} \\
\eta_2 (1 - s^2) & \frac{s}{1+s} \geq \eta_1 
\end{cases}
\]

(2.6)

For a calculation of the optimal probability of success, see Figure 2.3. Additionally, a useful graphical depiction of the UD measurement is depicted in Figure 2.4, which is a reproduction of Figure 11.3 in [9]. The Unambiguous Discrimination procedure has been realized experimentally in a number of different physical systems [41–43].
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2.3 Discrimination with a Fixed Rate of Inconclusive Outcome

One final discrimination strategy, referred to as Discrimination with a Fixed Rate of Inconclusive Outcome (FRIO), connects the previous two strategies. In this strategy, introduced by [44], Bob again has three detectors, \( \Pi_1, \Pi_2, \Pi_0 \). When getting a click in either the \( \Pi_1 \) or \( \Pi_2 \) detectors, Bob guesses that the associated state was sent by Alice. If Bob, instead, gets a
click from the $\Pi_0$ detector, Bob treats the measurement as a failure and the state Alice sent remains inconclusive. Instead of requiring the $\Pi_1$ and $\Pi_2$ to be error free, Bob instead simply optimizes the probability that he succeeds while fixing the probability that the inconclusive channel, $\Pi_0$ gives a result. In other words, Bob’s optimization problem can be described as follows:

$$
\text{maximize} \quad P_s = \eta_1 \langle \psi_1 | \Pi_1 | \psi_1 \rangle + \eta_2 \langle \psi_2 | \Pi_2 | \psi_2 \rangle,
$$

subject to

$$
\Pi_1 + \Pi_2 + \Pi_0 = I \quad \text{and} \quad \Pi_i \geq 0 \quad \text{for} \quad i = 1, 2,
$$

$$
Q = \eta_1 \langle \psi_1 | \Pi_0 | \psi_1 \rangle + \eta_2 \langle \psi_2 | \Pi_0 | \psi_2 \rangle = \text{fixed}.
$$

Here, $Q$ is the average rate of inconclusive outcomes that is fixed by Bob. This parameter $Q$ allows parameterization between the minimum error and unambiguous discrimination problems. When $Q = 0$ this setup is equivalent to the ME strategy, and when $Q = 2 \sqrt{\eta_1 \eta_2 s}$, this setup is equivalent to the UD strategy. Using the Neumark formulation, Bob’s measurement can be written as follows:

$$
U | \psi_1 \rangle | i \rangle = \sqrt{p_1} | \varphi \rangle | 1 \rangle + \sqrt{r_1} | \varphi \rangle | 2 \rangle + \sqrt{q_1} | \varphi \rangle | 0 \rangle \quad (2.7)
$$

$$
U | \psi_2 \rangle | i \rangle = \sqrt{p_2} | \varphi \rangle | 2 \rangle + \sqrt{r_2} | \varphi \rangle | 1 \rangle + \sqrt{q_2} | \varphi \rangle | 0 \rangle \quad (2.8)
$$

Here, $p_i$ is Bob’s probability of succeeding given that state $i$ was sent, $r_i$ is Bob’s probability of making an error, and $q_i$ is Bob’s probability that his measurement will fail given when Alice sends state $i$. One strategy for optimizing this problem is to rewrite it in terms of a minimum error problem. From the positive operator formulation, one can rewrite the
problem as follows:

\[ \Omega \equiv I - \Pi_0 = \Pi_1 + \Pi_2, \]

\[ \tilde{\Pi}_i \equiv \Omega^{-\frac{1}{2}} \Pi_i \Omega^{-\frac{1}{2}} \Rightarrow \tilde{\Pi}_1 + \tilde{\Pi}_2 = I, \]

\[ |\tilde{\psi}_i\rangle = \frac{\Omega^\frac{1}{2} |\psi_i\rangle}{\sqrt{\langle \psi_i | \Omega | \psi_i \rangle}}, \quad \tilde{\eta}_i \equiv \frac{\eta_i \langle \psi_i | \Omega | \psi_i \rangle}{\eta_1 \langle \psi_1 | \Omega | \psi_1 \rangle + \eta_2 \langle \psi_2 | \Omega | \psi_2 \rangle}, \]

\[ \eta_i \langle \psi_i | \Pi_i | \psi_i \rangle = (1 - Q) \tilde{\eta}_i \langle \tilde{\psi}_i | \tilde{\Pi}_i | \tilde{\psi}_i \rangle, \]

\[ P_s = (1 - Q) \tilde{P}_s = (1 - Q) \sum_{i=1}^{2} \tilde{\eta}_i \langle \tilde{\psi}_i | \tilde{\Pi}_i | \tilde{\psi}_i \rangle. \]

In this final step, \( \tilde{P}_s \) is simply the probability of success for ME discrimination between \( \{ |\tilde{\psi}_i\rangle \} \), with priors \( \{ \tilde{\eta}_i \} \), and with detectors \( \tilde{\Pi}_i \). As the optimal solution to this problem is already known, this can be plugged in to give the following:

\[ P_s = \frac{(1 - Q)}{2} \left( 1 + \sqrt{1 - 4 \tilde{\eta}_1 \tilde{\eta}_2 |\langle \tilde{\psi}_1 | \tilde{\psi}_2 \rangle|^2} \right), \]

\[ = \frac{(1 - Q)}{2} \left( 1 + \sqrt{1 - 4 \frac{\eta_1 \eta_2}{(1 - Q)^2} |\langle \psi_1 | \Omega | \psi_2 \rangle|^2} \right), \]

\[ = \frac{(1 - Q)}{2} \left( 1 + \sqrt{1 - 4 \frac{\eta_1 \eta_2}{(1 - Q)^2} (|\langle \psi_1 | \psi_2 \rangle| - \sqrt{q_1 q_2})^2} \right), \]

\[ P_s = \frac{1}{2} \left( \tilde{Q} + \sqrt{\tilde{Q}^2 - (2\sqrt{\eta_1 \eta_2} |\langle \psi_1 | \psi_2 \rangle| - Q)^2} \right). \quad (2.9) \]

In the second to last line of the derivation, it is assumed, without any loss of generality, that both \( |\psi_1\rangle \) and \( |\psi_2\rangle \) lie in a real plane. Along with the definition of \( q_i \equiv \langle \psi_i | \Pi_0 | \psi_i \rangle \), this allows the reduction \( \langle \psi_1 | \Pi_0 | \psi_2 \rangle = \sqrt{q_1 q_2} \) used to derive the second to last line of the previous equations. This equation is then optimized with respect to the constraint \( Q = \eta_1 q_1 + \eta_2 q_2 \), giving \( \eta_1 q_1 = \eta_2 q_2 = \frac{Q}{2} \) and resulting in the final equation. For the last line, the variable \( \tilde{Q} \equiv 1 - Q \) is introduced to simplify some of the notation. This final equation gives the optimal probability of success for a fixed rate of inconclusive results. For a numeric calculation of
this result, see Figure 2.5.

It is worth noting that this solution can equivalently be achieved from the Neumark formalism. The Neumark formulation gives the obvious constraints:

\[
\begin{align*}
    s & \equiv \langle \psi_1 | \psi_2 \rangle = \sqrt{p_1 r_2} + \sqrt{p_2 r_1} + \sqrt{q_1 q_2}, \\
    1 & = p_i + r_i + q_i, \quad i = 1, 2.
\end{align*}
\]

By making the substitutions \( \tilde{p}_i \equiv \frac{p_i}{1-q_i} \) and \( \tilde{r}_i \equiv \frac{r_i}{1-q_i} \), one can rewrite the above constraints:

\[
\begin{align*}
    \tilde{s} & \equiv \frac{\langle \psi_1 | \psi_2 \rangle - \sqrt{q_1 q_2}}{\sqrt{1-q_1} \sqrt{1-q_2}} = \sqrt{\tilde{p}_1 \tilde{r}_2} + \sqrt{\tilde{p}_2 \tilde{r}_1}, \\
    1 & = \tilde{p}_i + \tilde{r}_i, \quad i = 1, 2.
\end{align*}
\]

At this point, the problem is again effectively rewritten in terms of an ME discrimination problem with states that have an effective overlap of \( \tilde{s} \). Using this, one can derive the same optimal result given in 2.3 for maximizing the probability of success.

As in the case of the UD discrimination, this solution is only valid under certain conditions. The boundaries of calculating a valid solution can be more readily derived from the Neumark formulation of the problem. Clearly, \( \tilde{s} \geq 0 \), which requires \( s \geq \sqrt{q_1 q_2} \) and therefore \( Q_0 \equiv 2 \sqrt{\eta_1 \eta_2} \geq Q \) in order for the above solution to be valid. An additional restriction on this solution can be derived by revisiting the initial constraint \( s = \sqrt{p_1 r_2} + \sqrt{p_2 r_1} + \sqrt{q_1 q_2} \).

This constraint can be rewritten by redefining the parameters \( p_i, r_i, \) and \( q_i \) in terms of the angles \( \theta_i \) and \( \phi_i \) as follows:

\[
p_i \equiv \cos^2(\theta_i) \cos^2(\varphi_i), \quad r_i \equiv \cos^2(\theta_i) \sin^2(\varphi_i), \quad q_i \equiv \sin^2(\theta_i).
\]
Using this, the constraint can be rewritten as:

\[ s = \cos(\theta_1) \cos(\theta_2) \sin(\varphi_1 + \varphi_2) + \sin(\theta_1) \sin(\theta_2). \tag{2.10} \]

Given that \(1 \geq p_i \geq 0\) and \(1 \geq r_i \geq 0\) gives that \(\frac{\pi}{2} \geq \varphi_i \geq 0\), and thus that \(1 \geq \sin(\varphi_1 + \varphi_2) \geq 0\). This gives the constraint that \(\cos(\theta_1 - \theta_2) \geq s \geq \sin(\theta_1) \sin(\theta_2)\). The right hand inequality was used above, but, using the substitution \(\theta \equiv \theta_1 - \theta_2\), the left hand inequality gives an additional constraint:

\[ s \leq \cos(\theta). \tag{2.11} \]

Using the result that \(\eta_1 q_1 = \eta_2 q_2\) in the optimal solution, this results in the following expression for \(Q\):

\[
Q = \eta_1 \cos^2(\theta_1) + \eta_2 \cos^2(\theta_2) = 2\sqrt{\eta_1} \eta_2 \cos(\theta_1) \cos(\theta_2) \left( \frac{\cos(\theta_1) \sin^2(\theta_2)}{\cos(\theta_2)} + \frac{\cos(\theta_2) \sin^2(\theta_1)}{\cos(\theta_1)} - 2\sin(\theta_1) \sin(\theta_2) \right) \\
= 2\sqrt{\eta_1} \eta_2 \frac{\cos^2(\theta_1) \sin^2(\theta_2) + \cos^2(\theta_2) \sin^2(\theta_1) - 2\sin(\theta_1) \sin(\theta_2) \cos(\theta_1) \cos(\theta_2)}{\frac{\sqrt{\eta_1}}{\sqrt{\eta_2}} \sin^2(\theta_2) + \frac{\sqrt{\eta_2}}{\sqrt{\eta_1}} \sin^2(\theta_1) - 2\sin(\theta_1) \sin(\theta_2)} \\
= 2\eta_1 \eta_2 \left( \frac{\sin(\theta_1) \cos(\theta_2) + \cos(\theta_1) \sin(\theta_2)}{\sqrt{\eta_1} \sqrt{\eta_2}} \right)^2 \\
= \frac{2\eta_1 \eta_2 \sin^2(\theta)}{1 - 2\sqrt{\eta_1} \eta_2 \cos(\theta)}.
\]

The constraint \(s \leq \cos(\theta)\) is saturated when \(\sin(\varphi_1 + \varphi_2) = 1\). This occurs when one incoming states are ignored, for instance, when \(p_1 = 0\) and \(r_2 = 0\). In this regime, \(Q_{th} = \frac{2\eta_1 \eta_2 (1 - s^2)}{1 - 2\sqrt{\eta_1} \eta_2 s}\). For \(Q \leq Q_{th}\), there exists a solution such that both the condition that \(\eta_1 q_1 = \eta_2 q_2\) and the condition that \(s \leq \cos(\theta)\) hold. To see this graphically, see Figure 2.6. For \(Q > Q_{th}\) this solution is no longer valid.
These two boundaries give two regions for consideration where the optimal solution calculated above is invalid: $2\sqrt{\eta_1 \eta_2 s} \geq Q$ and $Q_{th} = \frac{2\eta_1 \eta_2 (1-s^2)}{1-2\sqrt{\eta_1 \eta_2 s}} \leq Q$. For a graphical comparison of these two boundaries, $Q_{th}$ and $2\sqrt{\eta_1 \eta_2 s}$ see Figure 2.7. It is important to note that $Q_{th} \geq 2\sqrt{\eta_1 \eta_2 s}$ when $\frac{1}{1+s^2} \geq \eta_1 \geq \frac{s^2}{1+s^2}$. Unsurprisingly, this region matches the region for which the UD solution is also valid. At this point we can construct the full solution. For $Q > 2\sqrt{\eta_1 \eta_2 s}$, the constraint $s \geq \sqrt{\eta_1 \eta_2}$ must be saturated, forcing $r_1 = r_2 = 0$. Solving for $Q = \eta_1 q_1 + \eta_2 q_2$ and $s = \sqrt{q_1 q_2}$ gives $q_i = \frac{Q \pm \sqrt{Q^2 - 4\eta_i \eta_2 s^2}}{2\eta_i}$, and $P_s = (1-Q)$. For $2\sqrt{\eta_1 \eta_2 s} \geq Q \geq Q_{th}$, the inequality $s \leq \cos (\theta)$ is saturated, requiring $p_{1(2)} = r_{2(1)} = 0$ for $\eta_2 > \eta_1 (\eta_1 > \eta_1)$. Assuming $\eta_2 > \eta_1$ and starting from the resulting constraint $s = \cos (\theta) = \cos (\theta_1 - \theta_2)$ and using the facts that in this case $P_s = \eta_2 \cos (\theta_2)$, $P_e = \eta_1 \cos (\theta_1)$, and $Q = 1 - P_e - P_s$, gives the following form for $Q$:

$$
Q = 1 - P_s - \eta_1 \cos^2 (\theta_2 + \theta) = 1 - P_s - \eta_1 (\cos (\theta_2) \cos (\theta) - \sin (\theta_2) \sin (\theta))^2
$$

$$
Q = 1 - P_s - \eta_1 \left( \sqrt{\frac{P_s}{\eta_2}} - \sqrt{1 - \frac{P_s}{\eta_2}} \frac{1 - s^2}{\sqrt{1 - s^2}} \right)^2.
$$

While this equation can be inverted to obtain an expression for $P_s$ as a function of $Q$, the critical piece of this solution is that it matches up with the two boundary solutions. At $P_e = 0$, $P_s = \eta_2 (1 - s^2)$, and in this expression $Q = \eta_1 + \eta_2 s^2$, the expected value for the UD boundary solution. For $Q = Q_{th}$, one can show that $P_s$ is equal to the form given by (2.9).

## 2.4 Sequential Discrimination Strategies

Having reviewed three fundamental strategies for discriminating between quantum states, the question is raised of how one might include a third party, Charlie. The easiest way to
include Charlie is for Alice to make 2 copies of her state and send them independently to both Bob and Charlie. However, a more interesting and secure scheme is for Alice to send states to Bob. After performing his own measurement on the state sent by Alice, Bob then sends the resulting state to Charlie. Finally, Charlie then measures the state sent by Bob, and can also come to some conclusion about the state initially sent by Alice. One concern for any sequential scheme is the collapse postulate [45] - that after Bob’s measurement the state that Bob measures should collapse leaving nothing useful for Charlie to measure. However, as we shall see, by using the generalized measurements (POVMs) rather than a projective measurement, Bob can avoid this concern. The basic setup for a sequential discrimination procedure is, as before, for Alice to start with random distribution of states \( \{ \rho_i \} \) that she will choose with the corresponding probability \( \{ \eta_i \} \). Alice will randomly pick one of the states and send it to Bob, who will apply a measurement described by the POVM elements \( \Pi_{bi} \). The probability that Bob’s \( i \)th POVM element will click if Alice sends the state \( \rho_j \) is \( p_b(i|j) = \text{tr} (\Pi_{bi}\rho_j) \). If \( \Pi_{bi} \equiv B_i^\dagger B_i \), then after Bob’s measurement, the resulting state is

\[ Q_0 = 2\sqrt{\eta_1\eta_2}s \]
Figure 2.6: \( Q = \frac{2m \eta_2 \sin^2(\theta)}{1 - 2\sqrt{m \eta_2 \cos(\theta)}} \) versus \( \theta \) for \( \eta_1 = \eta_2 = s = 0.5 \). The grid lines shown intersect at \( Q_{th} \).

\( \theta_{ij} = \frac{B_i \rho_i B_j^\dagger}{tr(\Pi_i \rho)} \). Charlie can then perform a measurement described by the POVM elements \( \Pi_{ci} \) on these resulting states. The probability that Charlie’s \( i \)th POVM element will click if Alice sends the state \( \rho_i \) is \( p_c (i|j) = \sum_k tr (\Pi_{ci} \theta_{kj}) \). One useful simplification is to note that one can define \( \theta_j \equiv \sum_i \theta_{ij} \). From this perspective, one can see \( \theta_j \) as the post-measurement states of Bob’s measurements when Alice sends the corresponding \( \rho_j \), and, therefore, Charlie’s goal is to optimally discriminate between the states \( \{ \theta_j \} \). If upon getting a result in the \( i \)th detector, both Bob and Charlie guess that Alice sent \( \rho_i \), then the joint probability that both Bob and Charlie successfully determined the state sent by Alice is \( P_{ss} = \sum_i \eta_i p_b (i|i) p_c (i|i) \).

While this formulation can be considered in general, the focus of this thesis is to explore the extensions to the fundamental strategies discussed earlier. The three sequential strategies that will be discussed are the Sequential Minimum Error (SME), Sequential Unambiguous Discrimination (SUD), and Sequential Discrimination with a Fixed Rate of Inconclusive Outcome (SFRIO) strategies. Additionally, while these strategies can be considered more
Figure 2.7: $Q$ vs $\eta_1$ for $Q = 2\sqrt{\eta_1\eta_2}s$ (Blue) and $Q = \frac{2\eta_1\eta_2(1-s^2)}{1-2\sqrt{\eta_1\eta_2}s}$ (Yellow), for $s = 0.5$. The grid lines show the boundary values of $\eta_1 = \frac{s^2}{1+s^2}$ and $\eta_1 = \frac{1}{1+s^2}$.

broadly, the focus of this thesis will be restricted to considering only the formulations of these strategies in which both Bob and Charlie are discriminating between two pure states. For more details on how multiple observers can scavenge information from a quantum system, refer to [46].
For the problem of SME discrimination between two non-orthogonal pure states, Alice sends the states $|\psi_1\rangle$ or $|\psi_2\rangle$ with probability $\eta_1$ and $\eta_2$, respectively. These states then get passed sequentially through a number of receivers, each of whom performs their own POVM on the states they receive from their predecessor, and then passes their post measurement states along to the next link in the chain. The goal in this problem is to maximize the average probability that all of them succeed. To see how this sequence can be set up, it helps to start with the case of only two receivers, Bob and Charlie. In this situation, Bob’s POVM takes the following form:

\[
\sum_{i=1}^{2} \Pi_{bi} = I, \tag{3.1}
\]

\[
\Pi_{bi} \geq 0 \text{ for } i = 1, 2. \tag{3.2}
\]

Then $\langle \psi_i | \Pi_{bi} | \psi_i \rangle = p_{bi}$ is Bob’s probability of correctly determining that state $i$ was sent and $\langle \psi_i | \Pi_{j} | \psi_i \rangle = r_{bi}$ for $i \neq j$ is Bob’s probability of making an erroneous identification. Because
the POVM elements, $\Pi_{bi}$, are positive operators, we can write them in the form $\Pi_{bi} = B_i^\dagger B_i$. The detection operators, $B_i$ determine the effect of Bob’s POVM on the input states:

$$B_1 = \beta_{11} |v_{11}\rangle \langle \psi_i^+| + \beta_{12} |v_{12}\rangle \langle \psi_i^-|,$$  

$$B_2 = \beta_{21} |v_{21}\rangle \langle \psi_i^+| + \beta_{22} |v_{22}\rangle \langle \psi_i^-|.$$  

Here $|\psi_i^\perp\rangle$ is the state orthogonal to $|\psi_i\rangle$, $\langle \psi_i^\perp|\psi_i\rangle = 0$. While the problem can be completely determined from these conditions, it is convenient to represent Bob’s POVM through the Neumark representation:

$$U_b |\psi_1\rangle |i\rangle = \sqrt{p_{1b}} |v_{11}\rangle |1\rangle + \sqrt{r_{1b}} |v_{12}\rangle |2\rangle$$  

$$U_b |\psi_2\rangle |i\rangle = \sqrt{p_{2b}} |v_{21}\rangle |1\rangle + \sqrt{r_{2b}} |v_{22}\rangle |1\rangle.$$  

Bob’s measurement consists of entangling his state and an ancilla state and then measuring the ancilla state. If he measures the ancilla to be in the $|i\rangle$ state (corresponding to the $\Pi_i$ detector), Bob concludes that the state sent was $\psi_i$. Bob’s probability of being correct given that states $|i\rangle$ was sent is $p_{ib}$. It is now straightforward to derive the constraints that Bob’s probabilities must satisfy from the conditions of unitarity of the operation performed by Bob:

$$p_{ib} + r_{ib} = 1 \quad \forall i \in 1, 2$$  

$$\langle \psi_2|\psi_1\rangle = \sqrt{p_{1b}r_{12}} \langle v_{11}|v_{12}\rangle + \sqrt{p_{2b}r_{b1}} \langle v_{21}|v_{22}\rangle.$$  

After Bob’s measurement the qubit is in one of two mixed states, $\rho_i = p_{bi} |v_{ii}\rangle \langle v_{ii}| + r_{bi} |v_{ji}\rangle \langle v_{ji}|$ ($i = 1, 2, i \neq j$), depending on what state Alice sent. These states can then be
discriminated by Charlie. If Bob chooses his POVM such that $|v_{11}\rangle = |v_{12}\rangle = |v_{21}\rangle = |v_{22}\rangle$ then Bob performs an optimal ME discrimination and leaves no possibility for Charlie to perform any type of discrimination. Alternatively, Bob can choose his POVM such that $|v_{11}\rangle = |v_{21}\rangle$ and $|v_{12}\rangle = |v_{22}\rangle$ ensuring that his output to Charlie is always a pure state. In this case, Bob has denied Charlie any possibility to learn the outcome of his measurement, while still allowing Charlie to have a chance to guess the state initially sent by Alice. While Bob can also choose to send Charlie a set of mixed states for Charlie to discriminate, this paper will focus on the case where Charlie only has to discriminate between pure states.

After Bob’s measurement, Charlie can perform a ME discrimination on the resulting pure or mixed states from Bob’s POVM. In order for Charlie’s measurement to be optimal, he defines $\Pi_c$ such that there is only one output state to his measurement. The remaining problem lies in choosing $\Pi_b$ and $\Pi_c$ such that the joint probability of both Bob and Charlie succeeding in identifying the state sent by Alice is optimized. Formally, one can state the problem as follows. Find the maximum of

$$P_{ss} = \sum_{i=1}^{2} \eta_i \langle \psi_b|\Pi_b|\psi_b\rangle \langle v_i|\Pi_c|v_i\rangle ,$$

subject to Eqs. (3.1) and (3.2) and their analogs for Charlie,

$$\sum_{i}^{N} \Pi_{ci} = I, \quad \Pi_{ci} \geq 0 \quad \text{for} \quad i = 1, 2 .$$

It is assumed that Bob picks a POVM such that when Alice sends $|\psi_i\rangle$ the output state is $|v_i\rangle$. This problem can be equivalently formulated in the following way. Find the maximum of
where \( p_{bi} \) and \( p_{ci} \) are Bob and Charlie’s probabilities of correctly identifying that Alice sent state \(|\psi_i\rangle\), and where \( s \equiv \langle \psi_1 | \psi_2 \rangle \) and \( t \equiv \langle v_1 | v_2 \rangle \).

### 3.1 N receivers

From this example, it is clear how this problem should be extended so that there are \( N \) sequential receivers. Instead of choosing the optimal measurement, Charlie also needs to set up his POVM so that the post measurement states from his measurement are not identical. This is true for all \( N - 1 \) receivers, where the final link in the chain performs the optimal measurement on the post measurement states produced by the \( N - 1 \)th observer. Assuming that the post measurements states are restricted to being pure states, the problem can then be formulated as follows. Find the maximum of

\[
P_{js}^N = \eta_1 \prod_{n=1}^{N} p_{1n} + \eta_2 \prod_{n=1}^{N} p_{2n},
\]

subject to

\[
\frac{s}{t} = \sqrt{p_{b1} (1 - p_{b2})} + \sqrt{p_{b2} (1 - p_{b1})},
\]

\[
t = \sqrt{p_{c1} (1 - p_{c2})} + \sqrt{p_{c2} (1 - p_{c1})}.
\]
where $p_{in}$ is the $n$th receiver’s probability of succeeding given that Alice sent state $|\psi_i\rangle$, where $t_1 \equiv \langle \psi_1 | \psi_2 \rangle$, and where $t_n$ is the overlap of the post-measurement states received by the $N$th receiver.

3.2 Simplifying the problem

In order to optimize the SME problem for arbitrary priors, it is important to realize that the problem can be simplified significantly. In order to show that this is possible, we need to use induction, starting from the case with only two receivers. Using Lagrange’s principle, one can reformulate the SME problem for two receivers as follows:

$$
F = \eta_1 p_{1b} p_{1c} + \eta_2 p_{2b} p_{2c} + \lambda_1 \left( \frac{s}{t} - \left( \sqrt{p_{1b} (1 - p_{2b})} + \sqrt{p_{2b} (1 - p_{1b})} \right) \right) + \lambda_2 \left( t - \left( \sqrt{p_{1c} (1 - p_{2c})} + \sqrt{p_{2c} (1 - p_{1c})} \right) \right).
$$

Optimizing with respect to $p_{ib}$, $p_{ic}$, and $t$ gives five Lagrange conditions for the optimal solution:

$$
\eta_1 p_{ic} \sqrt{p_{ib} (1 - p_{ib})} = \frac{\lambda_1}{2} \left[ \sqrt{(1 - p_{1b}) (1 - p_{2b})} - \sqrt{p_{1b} p_{2b}} \right],
\tag{3.16}
$$

$$
\eta_1 p_{ib} \sqrt{p_{ic} (1 - p_{ic})} = \frac{\lambda_2}{2} \left[ \sqrt{(1 - p_{1c}) (1 - p_{2c})} - \sqrt{p_{1c} p_{2c}} \right],
\tag{3.17}
$$

$$
\frac{s}{t^2} = \frac{\lambda_2}{\lambda_1}.
\tag{3.18}
$$
By noting that the right hand sides of the first two sets of equations above do not depend
on \(i\), one is able to derive the following equivalences:

\[
\eta_1 p_{1c} \sqrt{p_{1b} \left(1 - p_{1b}\right)} = \eta_2 p_{2c} \sqrt{p_{2b} \left(1 - p_{2b}\right)}, \quad (3.19)
\]

\[
\eta_1 p_{1b} \sqrt{p_{1c} \left(1 - p_{1c}\right)} = \eta_2 p_{2b} \sqrt{p_{2c} \left(1 - p_{2c}\right)}. \quad (3.20)
\]

If we divide Eq. (3.20) by Eq. (3.19) and rearrange slightly, we get the relation:

\[
\frac{\sqrt{p_{2b} \left(1 - p_{1b}\right)}}{\sqrt{p_{1b} \left(1 - p_{2b}\right)}} = \frac{\sqrt{p_{2c} \left(1 - p_{1c}\right)}}{\sqrt{p_{1c} \left(1 - p_{2c}\right)}}. \quad (3.21)
\]

By taking Eq. (3.13) and dividing by Eq. (3.14), and using Eq. (3.21), we can derive that

\[
\frac{\lambda_1}{\lambda_2} = \frac{\sqrt{p_{1b} \left(1 - p_{2b}\right)}}{\sqrt{p_{1c} \left(1 - p_{2c}\right)}} \quad \text{By equating this with } \frac{\lambda_2}{\lambda_1} \text{ using Eq. (3.18), and dividing Eq. (3.17) by Eq. (3.16) to get another formula for } \frac{\lambda_2}{\lambda_1}, \text{ we can derive the following:}
\]

\[
\frac{\sqrt{p_{1c} \left(1 - p_{1b}\right)}}{\sqrt{p_{1b} \left(1 - p_{1c}\right)}} \frac{\sqrt{p_{2c} \left(1 - p_{2b}\right)}}{\sqrt{p_{2b} \left(1 - p_{2c}\right)}} = \frac{\sqrt{\left(1 - p_{1b}\right) \left(1 - p_{2b}\right)}}{\sqrt{\left(1 - p_{1c}\right) \left(1 - p_{2c}\right)}} - \frac{\sqrt{p_{1b} p_{2b}}}{\sqrt{p_{1c} p_{2c}}},
\]

\[
\frac{\sqrt{p_{1c} \left(1 - p_{1b}\right)}}{\sqrt{p_{1b} \left(1 - p_{1c}\right)}} = \frac{\sqrt{\left(1 - p_{1b}\right) \left(1 - p_{2b}\right)}}{\sqrt{\left(1 - p_{1c}\right) \left(1 - p_{2c}\right)}} - \frac{\sqrt{p_{1b} p_{2b}}}{\sqrt{p_{1c} p_{2c}}},
\]

\[
p_{2c} \left(1 - p_{2b}\right) = \frac{p_{2b} \left(1 - p_{2c}\right) \Rightarrow p_{2c} = p_{2b}}.
\]

In the second to last line, we used Eq. (3.21) to derive the final line. Using this method, we
can conclude that in the optimal solution \(p_{1b} = p_{1c}, p_{2b} = p_{2c}\) and \(t = \sqrt{5}\). This conclusion
means that the problem can be reduced to a simpler form of simply maximizing:

\[
P_{ss} = \eta_1 p_1^2 + \eta_2 p_2^2, \quad (3.22)
\]
with respect to the constraint:

$$\sqrt{s} = \sqrt{p_1(1 - p_2)} + \sqrt{p_2(1 - p_1)}.$$  \hfill (3.23)

In order to simplify the problem of \( N \) receivers, we can use induction to reduce the problem. Applying the Lagrange formalism the SME problem with \( N \) receivers, the following optimization conditions can simply be derived:

$$\eta_1 \prod_{j \neq i}^{N} p_{1j} \sqrt{p_{1i}(1 - p_{1i})} = \frac{\lambda_i}{2} \left[ \sqrt{(1 - p_{1i})(1 - p_{2i})} - \sqrt{p_{1i}p_{2i}} \right],$$

$$\eta_2 \prod_{j \neq i}^{N} p_{2j} \sqrt{p_{2i}(1 - p_{2i})} = \frac{\lambda_i}{2} \left[ \sqrt{(1 - p_{1i})(1 - p_{2i})} - \sqrt{p_{1i}p_{2i}} \right].$$

$$\frac{t_n}{t_{n+1}} = \frac{\lambda_{n+1}}{\lambda_n} t_{n+2} \quad n \leq N - 2$$

$$\frac{t_{N-1}}{t_N^2} = \frac{\lambda_N}{\lambda_{N-1}}.$$

Focusing on the constraints for \( N \) and \( N-1 \), it can be shown that:

$$\eta_1 \prod_{j}^{N-2} p_{1j}p_{1(N)} \sqrt{p_{1(N-1)}(1 - p_{1(N-1)})} = \eta_2 \prod_{j}^{N-2} p_{2j}p_{2(N)} \sqrt{p_{2(N-1)}(1 - p_{2(N-1)})},$$

$$\frac{p_{1(N)}(1 - p_{1(N-1)})}{\sqrt{p_{1(N-1)}(1 - p_{1(N)})}} = \frac{\sqrt{p_{2(N)}}(1 - p_{2(N-1)})}{\sqrt{p_{2(N-1)}(1 - p_{2(N)})}}.$$  \hfill (3.25)

This final condition can be used to show that:

$$\frac{t_{N-1}}{t_N^2} = \frac{\sqrt{p_{1(N-1)}(1 - p_{2(N-1)})}}{\sqrt{p_{1(N)}(1 - p_{2(N)})}} = \frac{\lambda_N}{\lambda_{N-1}}.$$
In an identical fashion to the 2 receiver case, this can then be used to show that the optimal solution occurs for \(p_{i(N-1)} = p_i(N)\) and \(t_N = \sqrt{t_{N-1}}\). By substituting \(t_N^2\) for \(t_{N-1}\), the same procedure can be used \(N\) times to finally derive that for the optimal solution \(t_N^N = s\). Using this result, it is trivial to show that this allows the SME problem for \(N\) receivers to be simplified in the following form. Maximize

\[
P_{j^*s}^n = \eta_1 p_1^n + \eta_2 p_2^n, \tag{3.24}
\]

with respect to the constraint:

\[
s^n = \sqrt{p_1 (1 - p_2)} + \sqrt{p_2 (1 - p_1)}. \tag{3.25}
\]

### 3.3 Optimizing for Arbitrary Priors

While there is no simple analytic solution known for optimizing the general SME problem for arbitrary priors, the solution for equal priors, \(\eta_1 = \eta_2 = \frac{1}{2}\) is known. The Lagrange constraints for the problem of equal priors can always be satisfied when \(p_1 = p_2 = \frac{1}{2} \left(1 + \sqrt{1 - s^\pi} \right)\). This gives the following optimal solution:

\[
P_{j^*s,eq}^n = \left[\frac{1}{2} \left(1 + \sqrt{1 - s^\pi} \right)\right]^n. \tag{3.26}
\]

It is important to note that this solution is only optimal within a range of values. This solution must be compared against the boundary solution, where \(p_1 = 1\) and \(p_2 = 1 - s^\pi\). Comparing \(\left[\frac{1}{2} \left(1 + \sqrt{1 - s^\pi} \right)\right]^n\) with \(\frac{1}{2} \left(1 + (1 - s^\pi)^n \right)\), gives the maximum value for \(s\), defining this value as \(s_{\text{bound}}\), where the above solution (3.26) is valid. For \(s > s_{\text{bound}}\), the boundary solution is optimal. As can be seen in the figure above 3.1, as \(n\) increases, \(s_{\text{bound}}\) decays exponentially, asymptotically approaching 0. In other words, for any \(n\) greater than
Without an analytic solution for the case of arbitrary priors, the optimal probability of success can be computed numerically. This is shown for the case of two receivers, as shown in Figure 3.2. Doing so requires rewriting the constraint in Eq. (3.25) for $p_2$. This can most easily be done by using the substitution $\sqrt{p_i} = \{\sin(\theta_i), \cos(\theta_i)\}$ and $s^{\frac{1}{n}} = \sin(\phi)$. Doing so rewrites the constraint as $\sin(\phi) = \sin(\theta_1 + \theta_2)$, or $\phi = \theta_1 + \theta_2$. This gives two possible ways to express $p_2$:

\[
\begin{align*}
p_2 &= \sin^2(\phi - \theta_1) = \left( s^{\frac{1}{n}} \sqrt{1 - p_1} - \sqrt{p_1} \sqrt{1 - s^{\frac{2}{n}}} \right)^2, \\
&= \cos^2(\phi - \theta_1) = \left( s^{\frac{1}{n}} \sqrt{1 - p_1} + \sqrt{p_1} \sqrt{1 - s^{\frac{2}{n}}} \right)^2. 
\end{align*}
\]

(3.27)
One can easily show that the second of these two solutions for \( p_2 \) is always greater, and therefore should be the one used. By substituting this expression into the original joint success probability in Eq. (3.24) and optimizing with respect to \( p_1 \), one derives the following expression:

\[
0 = n \eta_1 p_1 + 2 \left( \frac{1}{s^n} \sqrt{1 - p_1} + \sqrt{p_1} \sqrt{1 - s^2} \right)^{2n-1} \left( \sqrt{1 - p_1 s^{1-n}} - \frac{p_1}{\sqrt{1 - s^{-n}}} \right)
\]

By solving this equation for \( p_1 \), one can obtain the optimal joint probability of success. The numerical solution for the case of two receivers, or \( N = 2 \), can be seen in Figure 3.2.

One valid alternative approach is to construct an approximate solution. While not optimal, one can propose using the following solutions for \( p_1 \) and \( p_2 \):

\[
p_i = \frac{1}{2} \left( 1 + \frac{1 - 2(1 - \eta_i) s^{\frac{2}{n}}}{\sqrt{1 - 4(\eta_1 \eta_2 s^{\frac{2}{n}})}} \right).
\]

This solution optimizes \( P_{js}^1 \) (see Eq. (3.24)) with respect to the constraint given by Eq. (3.25) and reduces to \( P_{js,eq}^n \) for equal priors. We can quantify the effectiveness of this approximate solution by evaluating \( E \equiv P_{js,\text{opt}}^n - P_{js,\text{appx}}^n \). For a calculation of this value for \( n = 2 \) as a function of the prior probability for a variety of state overlaps, see Figure 3.3.
Figure 3.2: (a) Optimal Joint probability of Success and (b) Optimal success for the first state for two receivers versus the prior probability of sending the first state, calculated numerically for the given values of the overlap. One might be surprised that the term for $p_1$ does not go to zero when $\eta_1 \to 0$. This feature is an artifact of constraint $\sqrt{s} = \sqrt{p_1 (1 - p_2)} + \sqrt{p_2 (1 - p_1)}$ for $p_2 = 1$, which requires $p_1 = 1 - s$. This is closely related the fact that in the case that one measures the states in the $|\psi_2\rangle, |\psi_2^\perp\rangle$ basis, the probability of getting the result $|\psi_2^\perp\rangle$ when measuring the state $|\psi_1\rangle$ is $1 - s^2$. 
Figure 3.3: A plot of the $E = |P_{js, eq}^2 - P_{js, appx}^2|$ as a function of prior probability $\eta$ for $s = 0.7$ (Yellow), $s = 0.5$ (Blue), and $s = 0.3$ (Green).
Chapter 4

Sequential Unambiguous Discrimination

In the sequential unambiguous discrimination scheme, Alice prepares a qubit in one of two non-orthogonal states, either $|\psi_1\rangle$ or $|\psi_2\rangle$. The prior probability that $|\psi_i\rangle$ is prepared is $\eta_i \{i = 1, 2\}$, such that $\eta_1 + \eta_2 = 1$, so one of the states is always prepared. Sequential unambiguous discrimination was introduced in [47], where only the case $\eta_1 = \eta_2 = 1/2$ was considered. Additionally, the sequential unambiguous discrimination scheme for equal priors was experimentally verified [48], extended from discrete to continuous variable states [49], and extended to a sequence of multiple of observers [50]. Here we address the sequential unambiguous discrimination problem with two observers, arbitrary priors, and other generalizations.

Similar to the SME scheme, the states and their priors are also known to Bob and Charlie, they just do not know which state the qubit was actually prepared in. After the preparation Alice sends the qubit to Bob who performs a measurement (POVM) on the qubit, and sends the qubit he just measured to Charlie, who then also performs a measurement (POVM) on the qubit he received. In order for their measurements to be unambiguous, both Bob and
Charlie require that they have detection outcomes that can only result from a specific state sent by Alice. The goal for them is to maximize their joint probability of succeeding subject to this constraint. This goal is compatible with additional optimizations and in what follows we will analyze these options in detail.

In the original presentation of this scheme in [47], the standard POVM formalism was employed. For the purposes of this thesis, we utilize an alternative but equivalent formalism, based on Neumark’s extension. In this formalism one first entangles the qubit with an ancilla and then performs a standard projective measurement on the ancillary system. The interaction of the qubit with the ancilla is described by a unitary time evolution operator,

\[
U_b |\psi_i\rangle \langle i| = \sqrt{p_{ib}} |\varphi_i\rangle \langle 1| + \sqrt{q_{ib}} |\Phi_i\rangle \langle 0|, \tag{4.1}
\]

\[
U_b |\psi_2\rangle \langle i| = \sqrt{p_{2b}} |\varphi_2\rangle \langle 2| + \sqrt{q_{2b}} |\Phi_2\rangle \langle 0|. \tag{4.2}
\]

Here the subscript \( b \) stands for Bob, \( |i\rangle \) is the initial state of the ancilla while \( |0\rangle, |1\rangle \) and \( |2\rangle \) are three orthogonal states of the ancillary system. If Bob performs a measurement on the ancilla in the basis formed by these three states and finds either \( |1\rangle \) or \( |2\rangle \) as the measurement outcome, he will know what state Alice has prepared. If, on the other hand, he finds \( |0\rangle \) as the outcome of his measurement, he will not acquire unambiguous information about the input state, hence this result is inconclusive. Therefore, \( p_{ib} \) is Bob’s success probability of unambiguously identifying the input state \( |\psi_i\rangle \) and \( q_{ib} \) is Bob’s probability of failing to identify the input state. \( |\varphi_i\rangle \) and \( |\Phi_i\rangle (i = 1, 2) \) are the post-measurement states of the qubit associated with the various outcomes of the measurement performed on the ancilla.

After Bob has performed his state-identifying measurement, he passes the qubit to Charlie, whose task is also to unambiguously identify the initial state of the qubit that Alice prepared. It is known that for unambiguous identification the states to be identified must be linearly independent [24]. For a qubit, this means that two pure states can be unam-
This requirement puts serious restrictions on how Bob can design the post-measurement states. There is one additional requirement. We also want that the post-measurement states of the qubit carry no information about the outcome of Bob’s measurement, a condition that is central to applications for quantum communication.

The following choice satisfies these requirements and allows for Charlie to unambiguously identify the state initially prepared by Alice. At the same time he does not learn anything about the outcome of Bob’s measurement. We set \(|\varphi_i\rangle = |\Phi_i\rangle\), following the original proposal for the sequential unambiguous discrimination scheme [47]. This choice ensures that Charlie receives one of two pure states that, when discriminated can be correlated back to Alice’s original state. Given this, Charlie’s measurement, again employing the Neumark method, can be represented as

\[
U_c |\varphi_1\rangle |i\rangle = \sqrt{p_{1c}} |\theta_1\rangle |1\rangle + \sqrt{q_{1c}} |\Theta_1\rangle |0\rangle, \tag{4.3}
\]

\[
U_c |\varphi_2\rangle |i\rangle = \sqrt{p_{2c}} |\theta_2\rangle |2\rangle + \sqrt{q_{2c}} |\Theta_2\rangle |0\rangle. \tag{4.4}
\]

It has been shown previously that, in order to optimally discriminate between \(|\varphi_1\rangle\) and \(|\varphi_2\rangle\), Charlie must choose \(|\Theta_1\rangle = |\Theta_2\rangle \equiv |\theta_0\rangle\) (see, e.g., [10]). In order to simplify the following discussion, we introduce the notation \(\langle \psi_1 | \psi_2 \rangle = s\) and \(\langle \varphi_1 | \varphi_2 \rangle = t\). We can express the constraints, resulting from the unitarity of \(U_b\) and \(U_c\), in terms of these parameters as

\[
p_{1b} + q_{1b} = p_{1c} + q_{1c} = 1 \tag{4.5}
\]

for \(j = 1, 2\) and

\[
\frac{s}{t} = \sqrt{q_{1b} q_{2b}}, \quad t = \sqrt{q_{1c} q_{2c}}. \tag{4.6}
\]

The average probability that both Bob and Charlie succeed in unambiguously identifying
the state that Alice sent, the joint success probability, can be written as:

\[ P_{ss} = \eta_1 p_{1b} p_{1c} + \eta_2 p_{2b} p_{2c} \]  
\[ (4.7) \]

This is the central quantity for the rest of this work. The main goal is to optimize this expression under the constraints given by Eqs. (4.5) and (4.6).

By making use of the constraints given in Eqs. (4.5) and (4.6), we can write \( P_{ss} \) as

\[ P_{ss} = \eta_1 (1 - q_{1b}) (1 - q_{1c}) + \eta_2 \left( 1 - q_{2b} - t^2 q_{1b} - q_{1c} + s^2 q_{1b} q_{1c} \right). \]  
\[ (4.8) \]

Equations (4.5)-(4.8) represent the starting point for the various optimization schemes and discussions in the next four sections. In particular, Eq. (4.8) is a function of three independent parameters, \( t, q_{1b} \) and \( q_{1c} \). Their range is given by \( s \leq t \leq 1, \frac{s^2}{7} \leq q_{1b} \leq 1 \) and \( t^2 \leq q_{1c} \leq 1 \). For the optimal \( P_{ss} \), the parameters are either internal points in these intervals or lie at the boundary. In the first case the derivatives of \( P_{ss} \) with respect to the variables \( t, q_{1b} \) and \( q_{1c} \) exist and the optimum can be found analytically. The boundary points need to be investigated separately and then compared to the internal optimum points, which may give local optimum only, to find global optimum.

Before we move on to discuss the general case, we deal with the special case of \( \eta_1 = \eta_2 = 1/2 \), which was the case considered in Refs. [47] and [51]. It was shown in [47] that \( t^2 = s \) for optimum joint probability of success. Actually, we will see in the next sections that this remains the optimal choice for general priors, as well. Under this condition, the equations (4.5)-(4.8) are completely symmetric in the indices 1 and 2, and also in \( b \) and \( c \). This immediately yields \( q_{1b} = q_{1c} = q_{2b} = q_{2c} = \sqrt{s} \) for the internal point solution. Inserting
all these values into Eq. (4.8), gives

\[ P_{ss,1}^{opt} = (1 - \sqrt{s})^2 \]  

for the optimum joint probability of success, which is the result found in [47]. For the boundary solution we can choose either \( q_{1b} = 1 \) or \( q_{2b} = 1 \) but not both. For the sake of concreteness, let us make the first choice. From Eq. (4.6) we then find \( q_{2b} = s \). Similarly, for the boundary solution, we can choose either \( q_{1c} = 1 \) or \( q_{2c} = 1 \) but not both. If we choose \( q_{2c} = 1 \) then Bob will always fail to identify the first state and sometimes identifies the second state. Charlie, however always fails to identify the second state and sometimes identifies the first. Clearly, their joint probability of success is zero in this case, giving the minimum of \( P_{ss} \). So, we must choose \( q_{1c} = 1 \) leading to \( q_{2b} = s \). Inserting all these values into Eq. (4.8) again, gives

\[ P_{ss,2}^{opt} = \frac{1}{2} (1 - s)^2 \]  

for the optimum joint probability of success, which is the result found in [51]. As it turns out, \( P_{ss,1} \) is optimum if \( s \leq s_{\text{crit}} \) and \( P_{ss,2} \) is optimum if \( s > s_{\text{crit}} \), where \( s_{\text{crit}} = (\sqrt{2} - 1)^2 \) is the critical value of the overlap parameter where the two solutions intersect.

Clearly, a two-state QKD protocol can be based on the sequential scheme. It is very closely related to the B’92 protocol [52], extending it to multiple recipients. Alice encodes the bit value 0 into the first state and 1 into the second state. She prepares a large number of qubits at random in one of these states and sends them to Bob who performs the above described state identifying measurement on them and sends the qubits in their post-measurement states to Charlie who performs an optimal UD measurement on them. They publicly announce the instances when they succeeded but not the result. They keep the results when they succeed and discard the rest. Since Alice knows what she prepared in those instances, she will share a string of 0’s and 1’s with Bob in those instances when Bob
succeeds and, similarly, a separate string with Charlie in the instances when Charlie succeeds. In addition, in the instances when both Bob and Charlie succeed, they will share a subset of their bit-strings that is common to all three of them. These bit strings serve as the raw key and the rest of the protocol (checking for the presence of eavesdropper(s) and distilling a communication key) follows the same lines as in the original B’92 protocol. The established communication keys can serve as secure keys for a secure three-way communication protocol. It is clear that for this QKD protocol the measurement presented in [47] has to employed. The measurement presented in [51] cannot be used in communication protocols since it generates a string of identical bit values, either all 0’s or all 1’s, which is clearly not what is needed for a key.

After these preliminaries, we now proceed to the discussion of the general case. At this point, we arrive at a juncture, one can follow one of two ways. One can maximize the joint probability of success and simultaneously minimize the joint probability of failure,

\[ P_{\text{ff}} = \eta_1 q_1 b q_1 c + \eta_2 q_2 b q_2 c. \]  

(4.11)

Alternatively, one can maximize the joint probability of success only, without minimizing the joint probability of failure. The two methods yield slightly different results. In addition, the first allows for a fully analytical treatment while the second also involves numerics. We present the first approach in the next section and then the second method in Section 4.2.

### 4.1 Simultaneous optimization of the joint probability of success and the joint probability of failure

The joint probability of failure, Eq. (4.11), can be optimized independently of the rest of the problem, based on the following observation. Taking the product of the constraints in
Eq. (4.6) yields $q_{1b}q_{1c}q_{2b}q_{2c} = s^2$, which is independent of $t$. So, $q_{2b}q_{2c}$ can be expressed in terms of the failure probabilities of the first state,

$$q_{2b}q_{2c} = \frac{s^2}{q_{1b}q_{1c}}. \tag{4.12}$$

Inserting this expression into Eq. (4.11), $P_{\text{ff}}$ will depend only on the single combination of the parameters, $q_{1b}q_{1c}$. The optimization with respect to this parameter is straightforward, with the result

$$q_{1b}^{\text{opt}} q_{1c}^{\text{opt}} = \begin{cases} \sqrt{\frac{\eta_2}{\eta_1}} s & \text{if } \frac{s^2}{1+s^2} \leq \eta_1 \leq \frac{1}{1+s^2}, \\ 1 & \text{if } \eta_1 < \frac{s^2}{1+s^2}, \\ s^2 & \text{if } \frac{1}{1+s^2} < \eta_1. \end{cases} \tag{4.13}$$

Substituting the optimal values into Eq. (4.11) yields

$$P_{\text{ff}}^{\text{opt}} = \begin{cases} 2\sqrt{\frac{\eta_1\eta_2}{\eta_1\eta_2}} s & \text{if } \frac{s^2}{1+s^2} \leq \eta_1 \leq \frac{1}{1+s^2}, \\ \eta_1 + \eta_2 s^2 & \text{if } \eta_1 < \frac{s^2}{1+s^2}, \\ \eta_2 + \eta_1 s^2 & \text{if } \frac{1}{1+s^2} < \eta_1. \end{cases} \tag{4.14}$$

Interestingly, this expression is identical to the one obtained for optimal unambiguous discrimination of the two states by Bob alone [10, 38]. This was to be expected, since Bob can first perform a partial discrimination of the two states and then in a second step a full discrimination of the remaining states, i.e., he can assume the role of Charlie in the sequence. What the above result tells us is that no matter in how many steps the discrimination is performed, its optimal failure probability is always given by the above equation. Thus, quantum mechanics sets a universal bound on the global failure probability.

The individual success probabilities of Bob and Charlie are, however, subject to further optimization. In addition to Eqs. (4.5) and (4.6), we now have Eqs. (4.12) and (4.13) as
constraints for the optimization of $P_{ss}$. With the help of the first line in Eq. (4.13), we can express $q_{1c}$ in terms of $q_{1b}$,

$$q_{1c}^{opt} = \sqrt{\frac{\eta_2}{\eta_1}} \frac{s}{q_{1b}^{opt}}.$$  

Inserting this expression in Eq. (4.8), $P_{ss}$ becomes a function of $t$ and $q_{1b}^{opt}$ only. After some straightforward algebra, it can be written as

$$P_{ss} = 1 + 2 \sqrt{\eta_1 \eta_2} - \eta_1 q_{1b} - \sqrt{\eta_1 \eta_2} \frac{s}{q_{1b}} - \eta_2 t^2 q_{1b}.$$  

The optimization with respect to $t$ and $q_{1b}^{opt}$ is again straightforward, yielding the unique solutions $t^2 = s$ and

$$q_{1b}^{opt} = \begin{cases} 
(\frac{\eta_2}{\eta_1})^{1/4} \sqrt{s} & \text{if } \frac{s^2}{1+s^2} \leq \eta_1 \leq \frac{1}{1+s^2}, \\
1 & \text{if } \eta_1 < \frac{s^2}{1+s^2}, \\
\sqrt{s} & \text{if } \frac{1}{1+s^2} < \eta_1. 
\end{cases}$$  

Inserting these expressions in Eq. (4.16), we obtain the optimal joint success probability, under the condition that the joint probability of failure is minimum, as

$$P_{ss}^{opt} = \begin{cases} 
(\sqrt{\eta_1} - (\eta_1 \eta_2)^{1/4} \sqrt{s})^2 + (\sqrt{\eta_2} - (\eta_1 \eta_2)^{1/4} \sqrt{s})^2 & \text{if } \frac{s^2}{1+s^2} \leq \eta_1 \leq \frac{1}{1+s^2}, \\
\eta_2 (1-s)^2 & \text{if } \eta_1 < \frac{s^2}{1+s^2}, \\
\eta_1 (1-s)^2 & \text{if } \frac{1}{1+s^2} < \eta_1. 
\end{cases}$$  

This solution is unique and it completely solves the problem of sequential state discrimination under the condition that the joint probability of failure is minimum simultaneously with the condition that the joint probability of success is maximum. However, if we relax the
requirement that the joint probability of failure is at its minimum, the joint probability of success can still be optimized and it can exceed the value given in Eq. (4.18). We will present this case in the next subsection.

4.2 Optimizing the joint probability of success without minimizing the joint probability of failure

First, let us consider the extrema of the joint probability of success with respect to $t$. They require that $t$ is either on the boundary of the allowed range or the derivative with respect to $t$ is zero, i.e.,

$$\frac{d}{dt}P_{ss} = 2\eta_2 \left( \frac{s^2}{t^3 q_{1b}} - \frac{t}{q_{1c}} \right) = 0,$$

(4.19)

which gives $q_{1c} = q_{1b} t^4 / s^2$. Together with the two constraints of (4.6), we have $q_{2c} = t^2 q_{1b} / q_{1c} = q_{2b}$. In a similar way, we also have $q_{1c} = q_{1b}$ for the optimal solution due to the symmetry of the discrimination scheme for the two signal states. Thus, we have demonstrated that, in order to optimize the joint probability of success, Bob and Charlie must have the same probability for correctly identifying Alice’s message, i.e., $q_{1c} = q_{1b}$ and $q_{2c} = q_{2b}$. Inserting these conditions into the constraints, yields immediately $s/t^2 = \sqrt{q_{1c} q_{2b} / q_{1b} q_{2c}} = 1$. Hence, $t = \sqrt{s}$. After the elimination of two of the three independent parameters, there is only one parameter left for the optimization of the joint probability of success

$$P_{ss} = \eta_1 (1 - q_{1b})^2 + \eta_2 \left( 1 - \frac{s}{q_{1b}} \right)^2.$$

(4.20)
At the optimal value, the derivative with respect to the parameter $q_{1b}$ must also vanish. 

$$\frac{d}{dq_{1b}} P_{ss} = 0$$ yields a quartic equation to solve,

$$\frac{\eta_1}{\eta_2} q_{1b}^3 (1 - q_{1b}) - (q_{1b} - s)s = 0. \tag{4.21}$$

This equation has four real or complex solutions. However, the physical solutions must be real and within the range of $s \leq q_{1b} \leq 1$, depending on the value of $\eta_1/\eta_2$ and $s$.

The joint probability of success $P_{ss}$ of (4.20) against $q_{1b}$

![Figure 4.1: For $\eta_1 = \eta_2$, the joint probability of success $P_{ss}$ of (4.20) as a function of its only free parameter $q_{1b}$ for $s = 0.1, 0.2, 0.25$ and 0.4, respectively. For each of the subfigures, the physical range of $s \leq q_{1b} \leq 1$ is plotted. For $s \leq 1/4$, the function has a local maximum at $q_{1b} = \sqrt{s}$ and two global minima at $q_{1b} = 1/2 (1 \pm \sqrt{1 - 4s})$. The optimal value of $P_{ss}$ is given by its local maximum at $q_{1b}$ for very small $s$, and it is given by its boundary values as the local maximum value gets smaller with increasing $s$. There is only one extremal value within the physical range for $s \geq 1/4$ and it is a global minimum. This minimum is of second order when $s = 1/4$. In the following, we will first illustrate as an example the case for equal priors $\eta_1 = \eta_2$ where the quartic equation is solved analytically and then extend our solution to the general case of arbitrary priors. For equal priors, the four solutions of the equation are $\{\pm \sqrt{s}, 1/2(1 \pm \sqrt{1 - 4s})\}$. For $s < 1/4$, there are three physical solutions: $q_{1b} = \{\sqrt{s}, 1/2(1 \pm \sqrt{1 - 4s})\}$. For $s \geq 1/4$, there is only one physical solution at $q_{1b} = \sqrt{s}$. The solutions for $q_{1b} = 1/2 (1 \pm \sqrt{1 - 4s})$ (if exist) always give the location of the minima of $P_{ss}$. Thus, the
maximum of \( P_{ss} \) must either be its value at the extremal point of \( q_{1b} = \sqrt{s} \), or its value at the boundary solutions \( q_{1b} = s \) or \( q_{1b} = 1 \); see Fig. 4.1. Evaluating the joint probability of success at these values, we have its local extremal given by \( P_{ss}(q_{1b}=\sqrt{s}) = (1 - \sqrt{s})^2 \), and its boundary values given by \( P_{ss}(q_{1b}=s) = P_{ss}(q_{1b}=1) = \frac{1}{2}(1 - s)^2 \). The boundary values are larger than the local maximum when \( 1 - s > \sqrt{2}(1 - \sqrt{s}) \), i.e., \( s > 3 - 2\sqrt{2} = 0.1716 \). Thus, for the global optimum we have

\[
(P_{ss})_{\text{max}} = \begin{cases} 
(1 - \sqrt{s})^2 & \text{if } s \leq 3 - 2\sqrt{2} \\
\frac{1}{2}(1 - s)^2 & \text{if } s > 3 - 2\sqrt{2} 
\end{cases}
\] (4.22)

The dependence of the optimal joint probability of success on the overlap of the states \( s \) is illustrated in Fig. 4.2.

Figure 4.2: The solid black curve gives the optimal joint success probability \( P_{ss} \) as a function of \( s = \langle \psi_1 | \psi_2 \rangle \) for equal priors. The dotted red curve shows the boundary value solutions and the dashed blue curve shows the value of the function at \( q_{1b} = \sqrt{s} \); the critical value of \( s_c = 3 - 2\sqrt{2} \) is the value at which these two curves intersect.

For general priors, \( \eta_1 \neq \eta_2 \), the optimal value of \( P_{ss} \) must also be either given by one of the physical solutions of (4.21) in the interval \( s < q_{1b} < 1 \), or by its value on the boundary, \( q_{1b} = s \) or \( q_{1b} = 1 \). The two boundary solutions, however, are not the same as in the case of equal priors. If \( \eta_1 > \eta_2 \), the boundary solution at the lower boundary, \( q_{1b} = s \), is larger than the value at the upper boundary \( q_{1b} = 1 \); and vice versa. The larger boundary value
solution is given by

$$P_{ss}^b = \eta_{max}(1 - s)^2,$$

where $\eta_{max} = \max\{\eta_1, \eta_2\}$. For every set of priors, there is a critical value of $s$ for which the boundary value solution of $P_{ss}$ is the same as its value at the local maximum between $s \leq q_{1b} < 1$. This switching of the optimal value between the local maximum and the boundary values can be understood by the relation between $P_{ss}$ and the constraint shown in Fig. 4.3.

Figure 4.3: Contour plot of the joint probability of success $P_{ss}$ of (4.20) and the constraint $q_{1b}q_{1c} = s$ as a function of $q_{1b}$ and $q_{1c}$. The solid black curves are the contours of $P_{ss}$ and the dashed red curves are plot of $q_{1b}q_{1c} = s$ where the value of $s$ are labeled next to the curves. For $\eta_1 = \eta_2$ (left), contours of the joint probability of success $P_{ss}$ are quarters of circles and they are symmetric in the variables of both axis; for $\eta_1 \neq \eta_2$ (left), contours of the joint probability of success $P_{ss}$ are sections of ellipses, instead.

We label the critical value of $s$ by $s_c$, and for $s \geq s_c$, we have $P_{ss} \leq P_{ss}^b$. The dependence of $s_c$ on the prior probability $\eta_1$ is shown in Fig. 4.4. The critical value $s_c = 3 - 2\sqrt{2} \approx 0.1716$ for equal prior probability distribution, and $s_c$ decreases as the prior probability distribution becomes more biased. The parameter region where the local maximum of (4.20) is the optimal value for the joint probability of success, shown by the shaded region in Fig. 4.4, is quite small compared to the entire parameter regime of $s$ and $\{\eta_1, \eta_2\}$, which is given by the unit square $0 \leq s, \eta_1 \leq 1$. Thus, for most of the range of $s$ and given priors, $P_{ss}$ is optimized at its boundary solution for $q_1 = q_1' = s$ and $q_2 = q_2' = 1$. In this case, both Bob and Charlie
fail to detect state $|\psi_2\rangle$ (or $|\psi_1\rangle$) at all time but they optimize their set up such that state $|\psi_1\rangle$ (or $|\psi_2\rangle$) is successfully identified at a high probability of $1 - s$. Although the joint probability of success can be optimized by the boundary solutions, the information that Bob and Charlie share with each other and with Alice is of no use for communication as they only get a string of identical bits, after discarding the inconclusive outcomes. For example, in the case of $\eta_1 > \eta_2$, they share a string of 0’s which carries no useful information. However, in the next section we discuss a measurement scheme that salvages the boundary solution and makes it useful even for communication purposes.

4.3 The Flip-Flop Measurement

In the previous sections, we found that for a large range of the overlap parameter, $s$, the measurement that optimizes the joint probability of success is the one which unambiguously identifies one of the states and misses the other completely. From the discussion in Sec. 2, we showed that simply performing this measurement cannot transmit information that is useful for quantum communication.

It was noticed, however, already in the case of two-party communication between Alice
and Bob (e.g. in the B92 cryptography protocol [52]) that the von Neumann setup can be used to generate a random key. In this case, Bob randomly chooses between the two von Neumann setups, one that projects on \( \{|\psi_1\rangle, |\psi_1^\perp\rangle\} \) and the other that projects on \( \{|\psi_2\rangle, |\psi_2^\perp\rangle\} \). For the first setup, \( P_0^{(1)} = |\psi_1\rangle\langle\psi_1| \) is the inconclusive detector since a click of this detector may originate from either of the input states, and \( I - P_0^{(1)} = |\psi_1^\perp\rangle\langle\psi_1^\perp| \) is the one that unambiguously identifies the input as \( |\psi_2\rangle \) since it never clicks for \( |\psi_1\rangle \). The action of the second setup can be obtained by interchanging the indices 1 and 2. In the flip-flop measurement Bob randomly chooses between the two setups. With probability \( c \) he chooses the setup that succeeds only for the first state and with probability \( 1 - c \) he choses the setup that succeeds only for the second state. What this means is that Bob effectively flip-flops between the two von Neumann setups. The failure probability, averaged over the flipping rate, is

\[
q_1 = (1 - c)\langle\psi_1|P_0^{(1)}|\psi_1\rangle + c\langle\psi_1|P_0^{(2)}|\psi_1\rangle = (1 - c) + cs^2
\] (4.24)

for the first state, and

\[
q_2 = (1 - c)\langle\psi_2|P_0^{(1)}|\psi_2\rangle + c\langle\psi_2|P_0^{(2)}|\psi_2\rangle = c + (1 - c)s^2
\] (4.25)

for the second. Clearly, we have that \( q_1q_2 = s^2 + c(1 - c)(1 - s^2)^2 \geq s^2 \), so this is not the optimal discrimination procedure unless \( c = 0 \) or \( c = 1 \).

The success probability averaged over the flipping rate is \( p_1 = 1 - q_1 = c(1 - s^2) \) for the first state, and \( p_2 = 1 - q_2 = (1 - c)(1 - s^2) \) for the second. Thus, the average success probability for the flip-flop measurement is given by

\[
P_{\text{succ}} = \eta_1p_1 + \eta_2p_2 = (\eta_1 + \eta_2)(1 - s^2).
\] (4.26)

The average probability of failure, \( Q \), is given by \( Q = 1 - P_{\text{succ}} \).
$P_{\text{succ}}$ is a linear function of the flipping rate $c$, so the function is either monotonically increasing, monotonically decreasing or constant. If $\eta_1 = \eta_2 = 1/2$, the function is constant. Otherwise, the maximum is on one of the boundaries of the $0 \leq c \leq 1$ interval. Clearly, $P_{\text{succ}}$ reaches its maximum for $c = 1$ when $\eta_1 > \eta_2$ and for $c = 0$ when $\eta_1 < \eta_2$. Thus, the strategy that maximizes the success probability is to always bet on the state with the larger prior probability.

Obviously, the flip-flop measurement with $c \neq 0, 1$ has a lower success probability than the optimal boundary solution. However, it has the capability of generating a bit string that contains both 0’s and 1’s, not just one of them. In this respect, one particular choice of $c$ stands out. For $c = \eta_2$, the two terms on the r.h.s. of (4.26) become equal, yielding $P_{\text{succ}} = 2\eta_1 \eta_2 (1 - s^2)$. In this case, the flip-flop measurement generates a random string of 0’s and 1’s where the occurrence probability of the 0’s is equal to that of the 1’s, a very desirable feature for QKD application.

After the discussion of the flip-flop measurement on the example of two-party communication, we now extend these considerations to the sequential UD scheme. In the sequential version of the flip-flop measurement both Bob Charlie choose randomly between the two setups. For simplicity, we assume that their flipping rates are equal. Independently, each with probability $c$ chooses the setup that succeeds only for the first state and with probability $1 - c$ chooses the setup that succeeds only for the second state. What this means is that Bob and Charlie independently flip-flop between the corresponding two setups. Their failure probabilities, averaged over the flipping rate, are

$$q_{1b} = cs + (1 - c) ,$$  
$$q_{1c} = cs + (1 - c) ,$$  
$$q_{2b} = c + (1 - c)s ,$$  

\[ (4.27) \]  
\[ (4.28) \]  
\[ (4.29) \]
The corresponding success probabilities averaged over the flipping rate are

\begin{align*}
  p_{1b} &= c(1 - s), \\
  p_{1c} &= c(1 - s), \\
  p_{2b} &= (1 - c)(1 - s), \\
  p_{2c} &= (1 - c)(1 - s).
\end{align*}

Thus, the average joint probability of success for the flip-flop measurement is then given by

\begin{equation}
  P_{ss}^{(f)} = c^2 \eta_1 (1 - s)^2 + (1 - c)^2 \eta_2 (1 - s)^2.
\end{equation}

This is a simple quadratic function of the flipping rate, $c$, reaching its maximum at $c = 1$ if $\eta_1 > \eta_2$ and at $c = 0$ if $\eta_2 > \eta_1$. Perhaps more interesting, it is minimum when $c = \eta_2$ with the minimum value,

\begin{equation}
  P_{ss,\text{min}}^{(f)} = \eta_1 \eta_2 (1 - s)^2.
\end{equation}

Clearly, this is the worst strategy for unambiguous identification of the states prepared by Alice. However, what is worst for one thing is best for another. This strategy will generate an unbiased bit string of 0’s and 1’s, so this best for application in QKD or, in general, quantum communication schemes.
4.4 Mutual Information

4.4.1 Unambiguous communication channel

One negative feature, when the optimal solution is on the boundary, is that it does not lead to any quantum communication protocol between Alice and Bob (and Charlie). In this case, Bob effectively ignores one of the states, setting the probability of successfully detecting that state to 0. If Bob wants to restrict himself to only keeping a result when he is certain about it, then he will end up with a string of identical bits. This is, of course, useless for establishing a secret key with Alice, so there is no way to share information between the two parties. We can quantify the amount of information transmitted by the mutual information. We adopt the common convention of denoting the message of the sender by $X$ and the message the receiver decoded by $Y$. The mutual information of the communication channel is defined as

$$I (A : B) = H(X) - H(X|Y).$$

(4.37)

$H(X) = H(\eta_1) \equiv -\eta_1 \log_2 \eta_1 - (1 - \eta_1) \log_2 (1 - \eta_1)$ denotes the Shannon entropy of the sender’s binary information and $H(X|Y)$ denotes the conditional Shannon entropy [53]. For a general three-element POVM $\{\Pi_1, \Pi_2, \Pi_0\}$, the mutual information is given by [8]

$$I(A : B) = H(\eta_1) - \sum_{j=0}^{2} P(\Pi_j) H(X|\Pi_j),$$

(4.38)

where $P(\Pi_j)$ denotes the probability of having measurement outcome $\Pi_j$. If Bob gets a click in either the $\Pi_1$ or $\Pi_2$ detectors, he has no uncertainty as to what state Alice sent, therefore $H(X|\Pi_1) = H(X|\Pi_2) = 0$. If $\{q_1, q_2\}$ represent the failure probabilities when Bob attempts to detect states $\{|\psi_1\rangle, |\psi_2\rangle\}$, then $P(\Pi_0) = \eta_1 q_1 + \eta_2 q_2 \equiv Q$ and $H(X|\Pi_0) = H\left(\frac{m q_1}{Q}\right)$.
Plugging these values in to (4.38), we have
\[
I(A : B) = H(\eta_1) - QH\left(\frac{\eta_1 q_1}{Q}\right).
\]

The mutual information is maximized when \(QH\left(\frac{\eta_1 q_1}{Q}\right)\) is minimized. This calculation suggests that information is maximally detected when Bob is only able to detect one of the two incoming states, which is a counterintuitive result. To resolve this quandary, one must realize that this formulation of mutual information has no requirement that Bob determine the state sent by Alice definitively. Instead, this calculation relies on treating all three detection outcomes by Bob, \(\{\Pi_1, \Pi_2, \Pi_0\}\) as a source for information. If for the \(\Pi_0\) detection outcome, Bob guesses which state Alice sent him based on which state was more likely to have failed. In this case, Bob will make some errors, but will still obtain some information. It is clear that Bob succeeds in this strategy the most when the \(\Pi_0\) channel produces the least uncertainty, which is the result calculated. Here, Bob treats the inconclusive outcomes and the conclusive outcomes in the same way, and he does not share with Alice when his outcome is inclusive to discard those result. Thus, this treatment is in the same spirit of the minimum error state discrimination strategy but not a unambiguous discrimination strategy as errors are permitted.

The mutual information for a truly unambiguous channel, however, has to take into fully consideration that only error-free messages are taken into account. The outcome is conclusive with probability \(P_s\), and the outcome is inconclusive with probability \(Q\). Hence, after discarding the inconclusive outcomes, the mutual information for this unambiguous state discrimination channel is
\[
I_{USD}(A : B) = P_s\left[H(X_c) - H(X_c|Y_c)\right] = P_s H(X_c),
\]

(4.40)
where $X_c$ and $Y_c$ denotes the messages of the sender and the receiver for conclusive outcomes, respectively. $H(X_c|Y_c) = 0$ because there is no uncertainty among conclusive outcomes (i.e., $X_c = Y_c$). The prior probability for Alice’s message $X_c$ is given by the confidence probabilities \{\limits C_{s,1}, 1 - C_{s,1} \} corresponding to states \{\limits |\psi_1\rangle, |\psi_2\rangle \}, where

$$C_{s,1} = \frac{\eta_1 (1 - q_1)}{P_s}.$$ \hfill (4.41)

Hence, the correct expression of mutual information for USD is

$$I_{\text{USD}}(A:B) = P_s H(X_c) = P_s H(C_{s,1}).$$

With this expression, it is clear that if Bob restricts himself to only gaining information from error-free results, the amount of information gained by the boundary solutions, i.e., when either $q_1$ or $q_2$ are set to 1, is zero.

The fundamental difference between the mutual information $I(A:B)$ of Eq. (4.38) and $I_{\text{USD}}(A:B)$ of Eq. (4.40) comes from Bob sharing the classical information of whether his measurement outcome is conclusive. Upon having this classical information, the mutual information of this quantum communication channel is reduced to $I_{\text{USD}}(A:B)$ even if we take into account all of the measurement outcomes including the inconclusive ones. Alice’s Shannon entropy can be divided into the uncertainty coming from the conclusive outcomes and the uncertainty coming from the inconclusive ones, i.e., $H_{\text{USD}}(X) = P_s H(X_c) + QH(X_{\text{inc}})$. The conditional entropy, $H(X|Y) = P_s \cdot 0 + QH(X|\Pi_0) = QH(X_{\text{inc}})$. Thus, the mutual information given by the difference is $I_{\text{USD}}(A:B) = P_s H(X_c)$. This shows that, although Bob can obtain information from the inconclusive outcomes, this part of the information is already shared between everybody including Alice or an eavesdropper through classical communication and not through quantum communication.
4.4.2 Optimization of the mutual information

Upon using the constraint $q_2 = s^2/q_1$ for the optimal USD, the mutual information $I_{USD}(X : Y)$ can be written as a function of a single parameter $q_1$. It is optimized when its derivative with respect to $q_1$ vanishes, i.e.,

$$\frac{d}{dq_1} I_{USD} = \eta_1 \log_2 \frac{\eta_1 (1 - q_1)}{P_s} - \eta_2 \frac{s^2}{q_1} \log_2 \frac{\eta_2 (1 - q_2)}{P_s} = 0. \quad (4.42)$$

The above equation has a simple solution $q_1 = q_2 = s$ for the case of equal priors, which is same as the local maximum solution for the success probability $P_s$. Since the mutual
information is a concave function within the physical range of the parameter \( s^2 \leq q_1 \leq 1 \), the solution of (4.42) maximizes the mutual information \( I_{\text{USD}}(A : B) \). For \( \eta_1 = \eta_2 = 1/2 \), \( H(X_e) = 1 \) is maximized and \( P_s \) is at its local extrema when \( q_1 = s \sqrt{\eta_2/\eta_1} = s \). Thus, \( q_1 = q_2 = s \) must be the solution for equal priors and the optimal mutual information is \( I_{\text{USD}}(A : B) = 1 - s \). For the case of unequal priors \( \eta_1 \neq \eta_2 \), however, we are not able to solve the equation analytically and have to rely on numerical methods; see Fig. 4.6.
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Figure 4.6: (a) The solid curves give the upper bounds of the mutual information \( I_{\text{USD}}(A : B) \) for the unambiguous communication channel between Alice and Bob as a function of the overlap of states \( s = \langle \psi_1 | \psi_2 \rangle \) for three different sets of prior probability distributions. The dashed lines are plotted for the mutual information given in Eq. (4.43) with \( q_1 = s \). (b) The plot of the values of \( q_1 \) that optimize \( I_{\text{USD}}(A : B) \) as a function of \( s \). (c) The difference between the optimal value of \( q_1 \) and \( q_1 = s \). For all these subfigures, the black, blue and red curves correspond to the cases for \( \eta_1 = 1/2 \), \( \eta_1 = 1/3 \) and \( \eta_1 = 1/4 \), respectively.

Figure 4.6(a) shows the \( s \)-dependence of the mutual information \( I_{\text{USD}}(A : B) \). For equal prior probabilities, we have obtained the upper bound analytically and it is a linear function in \( s \), i.e., \( I_{\text{USD}}(A : B) \leq 1 - s \). For \( \eta_1 \neq \eta_2 \), the \( s \)-dependence of its upper bound is almost linear but not exactly. Fig. 4.6(b) and (c) show that the value of \( q_1 \) that optimizes
$I_{USD}(A : B)$ depends on the prior distributions. This dependence on priors is, however, quite weak. The difference between $(q_1)_{opt}$ for any arbitrary priors and $(q_1)_{opt} = s$ for equal priors is largest at $s = 1/2$ and it is symmetric as $s$ gets larger or smaller. The dashed curve shows the approximated upper bound of the mutual information given by $q_1 = s$, i.e.,

$$I_{USD}(A : B)(q_1 = s) = (1 - s)H(\eta_1).$$  \hspace{1cm} (4.43)

Thus, we can conclude that for equal priors, the mutual information for unambiguous state discrimination is optimized exact by the local extremal of the probability of success obtained at $q_1 = q_2 = s$. For unequal priors, the mutual information is not given by the local extremal point of the probability of success $(q_1 = s\sqrt{\eta_1/\eta_2})$. Instead, the optimal value of mutual information is extremely close to the value given also by $q_1 = q_2 = s$, that is $I_{USD}(A : B) = (1 - s)H(\eta_1)$.

### 4.4.3 The sequential measurement scheme

For the sequential measurement scheme discussed in the previous section, Bob’s probability of success to correctly identify Alice’s message is $P_{sb} = \eta_1(1 - q_{1b}) + \eta_2(1 - q_{2b})$ and the probability for Charlie to correctly identify Alice’s message is $P_{sc} = \eta_1(1 - q_{1c}) + \eta_2(1 - q_{2c})$. Taking into account only conclusive outcomes, the mutual information for the communication channel between Alice and Bob and the channel between Alice and Charlie are, respectively,

$$I_{USD}(A : B) = P_{sb}H\left(\frac{\eta_1(1 - q_{1b})}{P_{sb}}\right),$$  \hspace{1cm} (4.44)

$$I_{USD}(A : C) = P_{sc}H\left(\frac{\eta_1(1 - q_{1c})}{P_{sc}}\right).$$  \hspace{1cm} (4.45)

The mutual information between the two receivers Bob and Charlie relies on the case where both of them have successfully identified Alice’s message, such that they also share the same
Figure 4.7: Mutual Information and Success Probability are plotted together on one graph for $s = 0.8$ and $\eta_1 = 0.6$. This graph illustrates that while the maximum of the Success probability occurs when $q_1 = s^2$ and $q_2 = 1$, the mutual information for these values is zero.
bit of unambiguous information. This joint probabilities of success \( P_{ss} = \eta_1 p_{1b} p_{1c} + \eta_2 p_{2b} p_{2c} = \eta_1 (1 - q_{1b}) (1 - q_{1c}) + \eta_2 (1 - q_{2b}) (1 - q_{2c}) \) given in Eq. (4.8) has been studied in detail in the previous section. Thus, the unambiguous communication channel among all three parties, Alive, Bob and Charlie, can be characterized by the mutual information between Bob and Charlie,

\[
I_{USD}(B : C) = P_{ss} H \left( \frac{\eta_1 (1 - q_{1b}) (1 - q_{1c})}{P_{ss}} \right).
\]  

(4.46)

This joint mutual information is maximized when the information extracted by Bob and Charlie is symmetric, which requires \( p_{1b} = p_{1c}, p_{2b} = p_{2c} \) and \( t = \sqrt{s} \). This can be shown by setting \( \frac{\partial}{\partial t} P_{ss} = 0 \), which leads to \( s^2 q_{1c} = t^4 q_{1b} \). (One may note that there is another other optimal solution at \( P_{ss} = \eta_2 p_{2b} p_{2c} \), but this is a minimum and at this solution, \( I_{USD} (B : C) = 0 \).) Upon inserting these conditions in (4.46), we have

\[
I_{USD}(B : C) = P_{ss} H \left( \frac{\eta_1 (1 - q_{1b})^2}{P_{ss}} \right),
\]  

(4.47)

where \( P_{ss} \) is given by Eq. (4.20) and the information is symmetrically distributed between Bob and Charlie.

Figure 4.8: The mutual information between Bob and Charlie through their unambiguous sequential state discrimination scheme \( I_{USD}(B : C) \) given by Eq. (4.47) as a function of \( q_{1b} \) for different values of \( s \).
The solid curves in Fig. 4.8 illustrate how $I_{USD}$ depends on $q_{1b} (= q_{1c})$ for different values of $s$ for the case of equal priors $\eta_1 = \eta_2$. Analogous to the optimization of mutual information between Alice and Bob, $I_{USD}(B : C)$ is optimized by the same solution $p_{1b} = p_{2b} = 1 - \sqrt{s}$ that gives a local extremal for the joint probability of success $P_{ss}$. Hence, the upper bound of mutual information for equal priors is

$$I_{USD}(B : C) \leq (1 - \sqrt{s})^2 \text{ for } \eta_1 = \eta_2 = \frac{1}{2}. \quad (4.48)$$

For the optimal solution, the frequencies of having bit 0 and bit 1 are the same among the unambiguous message shared between Bob and Charlie. Obviously, it is also shown that there is no information transmitted through this quantum communication channel at the boundary solutions $q_{1b} = 1$ or $q_{1b} = s^2$, where $P_{ss}$ can be maximized. It is because at the boundary solution, only one type of bit can be sent and no useful information is effectively communicated through the quantum channel.

Figure 4.9: The upper bounds of the mutual information between Bob and Charlie $I_{USD}(B : C)$ with respect to the overlap of signal states $s$ are given by the solid curves for different prior distributions. The dashed curves show the mutual information $I_{USD}(B : C) = (1 - \sqrt{s})^2 H(\eta_1)$ obtained for $q_{1b} = q_{1c} = \sqrt{s}$. The optimal value of $q_{1b}$ given the upper bound of the mutual information is $q_{1b} = \sqrt{s}$ for equal priors, and it is very close to this value even when the priors are biased. Their difference $\sqrt{s} - (q_{1b})_{opt}$ is shown by the insert plot as a function of $s$. 
For unequal priors, the mutual information depends on $q_{1b}$ in a similar way as it does for equal priors; see Fig. 4.8. For $\eta_1 \neq \eta_2$, however, we no longer have a simple close analytical upper bound of the mutual information, instead, we can obtain it with numerical methods. The optimal value of the mutual information $I_{USD}(B : C)$ for different prior distributions are shown in Fig. 4.9. For equal priors, we have $I_{USD}(B : C) \leq (1 - \sqrt{s})H(\frac{1}{2}) = (1 - \sqrt{s})^2$ with the optimal obtained at $q_{1b} = \sqrt{s}$. For the case of unequal priors, the optimal $I_{USD}(B : C)$ is only slightly larger than its value obtained at $q_{1b} = \sqrt{s}$, which is $I_{USD}(B : C) = (1 - \sqrt{s})^2H(\eta_1)$. Clearly, the mutual information and the joint probability of success are not optimized simultaneously with the same set of parameter values.

Although the flip-flop measurement decreases the success probability, it enables useful and unambiguous information to be transmitted through the communication channel using only von Neumann measurements. Given by Eq. (4.40), the unambiguous mutual information depends on the probability of success and the Shannon entropy of the conclusive outcomes. Thus, the mutual information of the flip-flop measurement is

\[
I_{USD}(A : B) = P_sH\left(\frac{\eta_1 c (1 - s^2)}{P_s}\right) = [\eta_1 c + \eta_2 (1 - c)](1 - s^2)H\left(\frac{\eta_1 c}{\eta_1 c + \eta_2 (1 - c)}\right)
\]

(4.49)

It is interesting to note that, for $c = \eta_2$, this expression reduces to $2\eta_1 \eta_2 (1 - s^2)$. Additionally, given that the FFM is simply a subspace of the POVM space, no FFM can achieve greater unambiguous mutual information than the calculated maximum mutual information.
4.4.4 Three-party communication

Using the results from the end of the previous section, Eqs. (4.27)–(4.35), the mutual information between Bob and Charlie can be calculated as:

\[
I(B : C) = \left(1 - \frac{s^2}{t^2}\right) \left(1 - t^2\right) \left(\eta_1 c^2 + \eta_2 (1 - c)^2\right) \ast H \left(\frac{\eta_1 c^2}{\eta_1 c^2 + \eta_2 (1 - c)^2}\right).
\]

(4.50)

This is clearly minimum (=0) when \(c = 0\) or \(c = 1\), i.e., at the boundaries of the allowed range for the flipping rate. It should be noted that in this expression, the value of \(t\) is fixed by \(\sqrt{q_1 q_2} = \frac{s}{t}\). This shows that in this case, no unambiguous information is transferred between Bob and Charlie.

It is interesting to note, however, that for \(c = \eta_2\) and \(t^2 = s\), we obtain

\[
I(B : C) = \eta_1 \eta_2 (1 - s)^2 H(\eta_2),
\]

(4.51)

which is the expression we expect for transmitting unambiguous information between Bob and Charlie that is useful for establishing a quantum communication protocol between them.
Chapter 5

Sequential Discrimination with a Fixed Rate of Inconclusive Outcome

5.1 Sequential Discrimination with Fixed Rate Inconclusive Outcome

The natural continuation of the sequential minimum error and the sequential unambiguous discrimination strategies is sequential discrimination with a fixed rate of inconclusive outcome (SFRIO). Similar to the FRIO strategy, the goal is to have both Bob and Charlie optimize their joint probability of success for a fixed parameter of the probability of obtaining an inconclusive outcome. By parameterizing the rate of inconclusive outcome, we can connect the SME strategy, with no inconclusive outcomes, to the SUD outcome, with maximal rate of inconclusive outcomes. More precisely, Alice prepares \( \{|\psi_i\rangle\} \) with probabilities \( \{\eta_i\} \). Bob performs a POVM \( \Pi_b \) with three outcomes, \( \Pi_{0b}, \Pi_{1b}, \Pi_{2b} \). If either of the \( \Pi_{1b} \) or \( \Pi_{2b} \) detectors click, Bob concludes that Alice sent the associated state. If the \( \Pi_{0b} \) detector clicks, with probability \( Q_b = tr (\Pi_{0b} (\eta_1 |\psi_1\rangle \langle \psi_1| + \eta_2 |\psi_2\rangle \langle \psi_2|) \)), then Bob’s result is incon-
clusive. Bob’s post measurement states, $\{\rho_{ib}|i = 1, 2\}$ are sent to Charlie who can apply a similar measurement scheme. If Bob restricts his measurement so that his post measurement states are pure, Bob and Charlie’s POVMs can be represented via the Neumark formalism as follows:

\[
U_b |\psi_1\rangle |i\rangle = \sqrt{p_{1b}} |\theta_1\rangle |1\rangle + \sqrt{r_{1b}} |\theta_2\rangle |2\rangle + \sqrt{q_{1b}} |\theta_2\rangle |0\rangle,
\]

\[
U_b |\psi_2\rangle |i\rangle = \sqrt{r_{2b}} |\theta_2\rangle |1\rangle + \sqrt{p_{2b}} |\theta_2\rangle |2\rangle + \sqrt{q_{2b}} |\theta_2\rangle |0\rangle,
\]

\[
U_c |\theta_1\rangle |i\rangle = \sqrt{p_{1c}} |\varphi\rangle |1\rangle + \sqrt{r_{1c}} |\varphi\rangle |2\rangle + \sqrt{q_{1c}} |\varphi\rangle |0\rangle,
\]

\[
U_c |\theta_2\rangle |i\rangle = \sqrt{r_{2c}} |\varphi\rangle |1\rangle + \sqrt{p_{2c}} |\varphi\rangle |2\rangle + \sqrt{q_{2c}} |\varphi\rangle |0\rangle.
\]

Optimizing the joint success means maximizing:

\[
P_{ss} = \eta_1 p_{1b} p_{1c} + \eta_2 p_{2b} p_{2c},
\]

subject to the constraints:

\[
\frac{s}{t} = \sqrt{p_{1b} r_{2b}} + \sqrt{p_{2b} r_{1b}} + \sqrt{q_{1b} q_{2b}},
\]

\[
t = \sqrt{p_{1c} r_{2c}} + \sqrt{p_{2c} r_{1c}} + \sqrt{q_{1c} q_{2c}}.
\]

If we assume that there is a fixed rate of inconclusive errors, $Q$, for Bob and Charlie, then $Q_b = \eta_1 p_{1b} + \eta_2 p_{2b}$ and similarly for Charlie. As in the case of the FRIO strategy, we can employ a change of variables in order to reframe the problem:

\[
\tilde{p}_{ib} = \frac{p_{ib}}{1 - q_{ib}}, \quad \tilde{p}_{ic} = \frac{p_{ic}}{1 - q_{ic}},
\]

\[
\tilde{r}_{ib} = \frac{r_{ib}}{1 - q_{ib}}, \quad \tilde{r}_{ic} = \frac{r_{ic}}{1 - q_{ic}},
\]

\[
\tilde{\eta}_i = \frac{\eta_i (1 - q_{ib}) (1 - q_{ic})}{C},
\]
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\[ C = \sum_{i}^{2} \eta_i (1 - q_{ib})(1 - q_{ic}). \]

\[ \tilde{s} = \frac{s - \sqrt{q_{1b}q_{2b}}}{\sqrt{(1 - q_{1b})(1 - q_{2b})}}, \quad \tilde{t} = \frac{t - \sqrt{q_{1c}q_{2c}}}{\sqrt{(1 - q_{1c})(1 - q_{2c})}}. \]

Using these variables, the problem becomes maximizing:

\[ P_{ss} = C (\tilde{\eta}_1 \tilde{p}_{1b} \tilde{r}_{1c} + \tilde{\eta}_2 \tilde{p}_{2b} \tilde{r}_{2c}), \quad (5.1) \]

with respect to the following constraints:

\[ \tilde{s} = \sqrt{\tilde{p}_{1b} \tilde{r}_{2b}} + \sqrt{\tilde{p}_{2b} \tilde{r}_{1b}}, \]

\[ \tilde{t} = \sqrt{\tilde{p}_{1c} \tilde{r}_{2c}} + \sqrt{\tilde{p}_{2c} \tilde{r}_{1c}}, \]

\[ C = \sum_{i}^{2} \eta_i (1 - q_{ib})(1 - q_{ic}), \]

\[ \tilde{p}_{ib} + \tilde{r}_{ib} = 1 \tilde{p}_{ic} + \tilde{r}_{ic} = 1. \]

This method of rewriting the problem allows it to be approached through the lens of an already understood optimization - the sequential minimum error problem.

5.2 Optimizing for Equal Priors

For equal priors, where \( \eta_1 = \eta_2 = \frac{1}{2} \), an analytic solution can be found. Starting from Eq. (5.1) and the relevant constraints, one can use Lagrange multipliers to optimize as follows:

\[ F = P_{ss} + \lambda_1 \left( \tilde{s} - \sqrt{\tilde{p}_{1b} \tilde{r}_{2b}} + \sqrt{\tilde{p}_{2b} \tilde{r}_{1b}} \right) + \lambda_2 \left( \tilde{t} - \sqrt{\tilde{p}_{1c} \tilde{r}_{2c}} + \sqrt{\tilde{p}_{2c} \tilde{r}_{1c}} \right), \]

\[ \frac{\partial F}{\partial \tilde{p}_{1b}} = C\tilde{\eta}_1 \tilde{p}_{1c} - \frac{\lambda_1}{2} \left( \frac{\sqrt{\tilde{r}_{2b}}}{\tilde{p}_{1b}} - \frac{\sqrt{\tilde{p}_{2b}}}{\tilde{r}_{1b}} \right) = 0, \]

\[ \frac{\partial F}{\partial \tilde{p}_{2b}} = C\tilde{\eta}_2 \tilde{p}_{2c} - \frac{\lambda_1}{2} \left( \frac{\sqrt{\tilde{r}_{1b}}}{\tilde{p}_{2b}} - \frac{\sqrt{\tilde{p}_{1b}}}{\tilde{r}_{2b}} \right) = 0, \]
\[ C\tilde{\eta}_1\tilde{p}_{1c}\sqrt{\tilde{p}_{1b}\tilde{r}_{1b}} = C\tilde{\eta}_2\tilde{p}_{2c}\sqrt{\tilde{p}_{2b}\tilde{r}_{2b}}, \]
\[ \eta_1 p_{1c}\sqrt{p_{1b}r_{1b}} = \eta_2 p_{2c}\sqrt{p_{2b}r_{2c}}. \]

Applying the same method for Charlie, one obtains the two Langrange constraints of an optimal solution for \( \eta_1 = \eta_2 = \frac{1}{2} \):

\[ \frac{p_{1c}}{p_{1b}r_{1b}} = \frac{p_{2c}}{p_{2b}r_{2b}}, \]  
\[ \Rightarrow \frac{p_{1b}}{p_{1c}r_{1c}} = \frac{p_{2b}}{p_{2c}r_{2c}}. \]

(5.2)

(5.3)

These two constraints can be easily satisfied by choosing \( p_{1b} = p_{2b}, r_{1b} = r_{2b}, p_{1c} = p_{2c}, \) and \( r_{1c} = r_{2c} \). This choice then requires \( q_{1b} = q_{2b} = Q_b \) and \( q_{1c} = q_{2c} = Q_c \). Furthermore, this result ensures that \( \tilde{\eta}_2 = \tilde{\eta}_2 = \frac{1}{2}, \tilde{p}_{2b} = \tilde{p}_{2b}, \) and \( \tilde{p}_{1c} = \tilde{p}_{2c} \). With some basic substitutions into the original constraint equations, one can derive that this result gives:

\( \tilde{p}_{ib} = \frac{1}{2} \left( 1 + \sqrt{1 - \tilde{s}^2} \right), \)
\( \tilde{p}_{ic} = \frac{1}{2} \left( 1 + \sqrt{1 - \tilde{t}^2} \right), \)
\( P_{ss} = \frac{(1 - Q_b)(1 - Q_c)}{4} \left( 1 + \sqrt{1 - \left( \frac{s - Q_b}{1 - Q_b} \right)^2} \right) \left( 1 + \sqrt{1 - \left( \frac{t - Q_c}{1 - Q_c} \right)^2} \right). \)

For \( Q_b = Q_c \), this is easily optimized with respect to \( t \) to give \( t = \sqrt{s} \). Furthermore, if, instead of fixing \( Q_b \) and \( Q_c \) individually, we fix a global parameter \( Q_p = Q_bQ_c \), then, assuming \( t = \sqrt{s} \), it is easy to show that the above equation is optimized in the case that \( Q_b = Q_c \). Finally, if we plot \( P_{ss} \) as a function of the two unconstrained variables, \( t \) and \( Q_b \), we can clearly see that this function is concave (see Figure 5.1). This concavity implies that this stable optimum of \( t = \sqrt{s} \) and \( Q_b = Q_c \) is a global optimum for the function, if we
constrain \( Q_p = Q_b Q_c \). Defining \( Q = Q_b = Q_c \), this gives the final result:

\[
P_{ss} = \frac{(1 - Q)^2}{4} \left( 1 + \sqrt{1 - \left( \frac{\sqrt{s - Q}}{1 - Q} \right)^2} \right)^2.
\]  

(5.4)

Figure 5.1: \( P_{ss} \) as a function of \( t \) and \( Q_b \) for \( s = 0.7 \) and \( Q = 0.3 \)

### 5.3 Boundary Solutions

It is important to realize that the optimal solution derived in the above section is not universally optimal. One such region where the above solution is no longer valid can be derived from the fact that \( \tilde{s} > 0 \) and \( \tilde{t} > 0 \). In the above solution, the optimal solution derived relied on \( q_{1b} = q_{2b} = Q_b \) and \( q_{1c} = q_{2c} = Q_c \), meaning that the above solution
is only valid where both \( s > Q_b \) and \( t > Q_c \), or \( s > Q_b Q_c \). If this condition is violated, then either \( q_{1b} = q_{2b} = Q_b \) or \( q_{1c} = q_{2c} = Q_c \) is no longer a valid solution. For instance, if we assume that \( Q_c = q_{1c} = q_{2c} \) no longer holds, then we need to revisit the constraint \( t = \sqrt{p_{1c} r_{2c}} + \sqrt{p_{2c} r_{1c}} + \sqrt{q_{1c} q_{2c}} \). In this case, the optimal solution is clearly found by setting \( \sqrt{q_{1c} q_{2c}} = t \), minimizing the effective overlap \( \tilde{s} \). The new constraint \( 0 = \sqrt{p_{1c} r_{2c}} + \sqrt{p_{2c} r_{1c}} \) trivially implies that we can choose \( r_{1c} = r_{2c} = 0 \). Using \( t = \sqrt{q_{1c} q_{2c}} \) and \( Q_c = \frac{1}{2} (q_{1c} + q_{2c}) \), the final solution requires that \( p_{1c} = (1 - Q_c \pm \sqrt{Q_c^2 - t^2}) \) and \( p_{2c} = (1 - Q_c \pm \sqrt{Q_c^2 - t^2}) \).

In this case, the optimization problem can be rewritten as maximizing:

\[
P_{ss} = (1 - Q_b) (1 - Q_c) \left( \eta'_1 \tilde{p}_{1b} + \eta'_2 \tilde{p}_{2b} \right),
\]

subject to:

\[
\tilde{s} \equiv \frac{s - Q_b}{1 - Q_b} = \sqrt{\tilde{p}_{1b} \tilde{r}_{2b}} + \sqrt{\tilde{p}_{2b} \tilde{r}_{1b}},
\]

where \( \eta'_i \equiv \frac{1}{2(1 - Q_c)} \left( 1 - Q_c \pm \sqrt{Q_c^2 - t^2} \right) \). Using the optimal solution for the standard ME problem, the optimal solution for this problem is:

\[
P_{ss} = \frac{(1 - Q_b) (1 - Q_c)}{2} \left( 1 + \sqrt{1 - \left( \frac{(1 - 2Q_c + t) \left( \frac{s}{t} - Q_b \right)^2}{(1 - Q_b)^2 (1 - Q_c)^2} \right)} \right).
\]

Optimizing with respect to \( t \) gives:

\[
\frac{\partial P_{ss}}{\partial t} = 0 = \frac{(1 - Q_b) (1 - Q_c)}{2 \left( 1 - \left( \frac{(1 - 2Q_c + t) \left( \frac{s}{t} - Q_b \right)^2}{(1 - Q_b)^2 (1 - Q_c)^2} \right) \right)} \left( \frac{s}{t} - Q_b \right) \left( \frac{2t \left( \frac{s}{t} - Q_b \right) - 2 \frac{s}{t} (1 - 2Q_c + t)}{(1 - Q_b)^2 (1 - Q_c)^2} \right).
\]

This gives an optimum point of \( \frac{s}{t} = Q_b \), which makes sense, as this choice of \( t \) minimizes the effective overlap \( \tilde{s} \). Clearly, for this solution, the optimum probability of success is
simply $P_{ssa} = (1 - Q_b)(1 - Q_c)$. In other words, for $Q_bQ_c > s$, both Bob and Charlie can setup their experiments so that they are guaranteed to succeed when they do not receive an inconclusive outcome.

Another boundary that needs to be considered is given by the solutions for which ignoring one of the incoming states is optimal, i.e. $p_{1b} = p_{1c} = 0$. In this region, the constraints become:

$$\frac{s}{t} = \sqrt{p_{2b} r_{1b}} + \sqrt{q_{1b} q_{2b}}, \quad \text{(5.8)}$$
$$t = \sqrt{p_{2c} r_{1c}} + \sqrt{q_{1c} q_{2c}}. \quad \text{(5.9)}$$

As there is no longer a constraint on $r_{2b}$ and $r_{2c}$, it is obvious that these should be set to zero. Through some straightforward substitutions, these constraints can be rewritten as:

$$\frac{s}{t} = \sqrt{p_{2b} (2 - 2Q_b - p_{2b})} + \sqrt{(2Q_b + p_{2b} - 1) (1 - p_{2b})}, \quad \text{(5.10)}$$
$$t = \sqrt{p_{2c} (2 - 2Q_c - p_{2c})} + \sqrt{(2Q_c + p_{2c} - 1) (1 - p_{2c})}. \quad \text{(5.11)}$$

Through some straightforward algebra, these terms can be solved in terms of $p_{2b}$ and $p_{2c}$:

$$p_{2b} = (1 - Q_b) \left( 1 + \sqrt{1 - \left( \frac{s^2}{t^2} - 2Q_b + 1 \right)^2} \right) \quad \text{(5.12)}$$
$$p_{2c} = (1 - Q_c) \left( 1 + \sqrt{1 - \left( \frac{t^2}{s^2} - 2Q_c + 1 \right)^2} \right) \quad \text{(5.13)}$$

For $Q_b = Q_c \equiv Q$ it is trivial to show that the optimal solution occurs for $t = \sqrt{s}$. This
gives the joint probability of success:

\[ P_{ssb} = \frac{(1 - Q)^2}{2} \left( 1 + \sqrt{1 - \frac{2 - 2Q + 1}{2\sqrt{s(1 - Q)}}} \right)^2. \]  

Before analyzing the regime in which this boundary solution is optimal, it is helpful to first consider one final boundary. This final boundary exists in the regime where prioritizing one of the incoming states is optimal, i.e. \( p_{1b} = p_{1c} = 1 \). In this region, the constraints become:

\[ \frac{s}{t} = \sqrt{r_{2b}}, \quad t = \sqrt{r_{2c}}. \]

Since \( p_{1c} = p_{1e} = 1 \), this requires that \( q_{1b} = q_{1c} = 0 \), and therefore \( q_{2b} = 2Q_b \) and \( q_{2c} = 2Q_c \).

Putting this all together, it can easily be derived that the probability of success is:

\[ P_{ss} = \frac{1}{2} \left\{ 1 + \left[ 1 + \left( 1 - \frac{s^2}{t^2} - 2Q_b \right) \left( 1 - t^2 - 2Q_c \right) \right] \right\}. \]  

(5.15)

For \( Q_b = Q_c = Q \), this can be optimized with respect to \( t \), giving \( t = \sqrt{s} \):

\[ P_{ssc} = \frac{1}{2} \left( 1 + \left( 1 - s - 2Q \right)^2 \right) \quad Q < \frac{1 - s}{2}. \]  

(5.16)

The final condition \( Q < \frac{1 - s}{2} \), comes from the requirement that \( p_2 > 0 \).

Putting all this together, we arrive at the solution to this problem:

\[
P_{ss} = \begin{cases} 
(1 - Q)^2 & Q \geq b_a \\
\frac{(1 - Q)^2}{2} \left( 1 + \sqrt{1 - \left( \frac{2 - 2Q + 1}{\sqrt{s(1 - Q)}} \right)^2} \right)^2 & b_a > Q > \frac{1 - s}{2} \\
\frac{1}{2} \left( 1 + \left( 1 - s - 2Q \right)^2 \right) & \frac{1 - s}{2} \geq Q \geq b_b \\
\frac{(1 - Q)^2}{4} \left( 1 + \sqrt{1 - \left( \frac{\sqrt{Q - Q}}{1 - Q} \right)^2} \right)^2 & b_b \geq Q 
\end{cases}.
\]  

(5.17)
where $b_a$ and $b_b$ are numerically solved boundaries. It is important to note that this full solution should be used cautiously. For values of $Q \geq b_b$, the solution is valid, but artificial due to the forced constraint of defining a $Q$. In this regime, $Q$ exceeds the value necessary to achieve unambiguous discrimination, thus the extra probability that the inconclusive detector click is superfluous. The purpose of this full solution is that it helps to connect the minimum error solution at $Q = 0$ to the unambiguous discrimination solution at $Q = \sqrt{s}$.

Figure 5.2: A plot of all the possible solutions as a function of $Q$ for $s = 0.5$. The gridlines are at $Q = 0.197871 (b_b), 0.25 \left(\frac{1-s}{2}\right), 0.707107 (\sqrt{s}), 0.847894(b_a)$, respectively. The graphs of $P_{ss}, P_{ssa}, P_{ssb}, P_{ssc}$ are represented by the blue, red, yellow, and green lines respectively.
One final topic that will be discussed by this dissertation is quantum retrodiction. This topic does not explicitly connect to sequential discrimination between non-orthogonal states. However, the result that will be derived will show that the formalism of quantum retrodiction gives a new perspective and method for approaching questions such as state discrimination. Here we focus on applying quantum retrodiction only to the standard unambiguous discrimination problem, but this method suggests that the same approach can be extended to the sequential discrimination problem.

6.1 Introduction to Quantum Retrodiction

In [54], Barnett, Pegg, and Jeffers introduce the concept of quantum retrodiction and derive their formalism using Bayes theorem, building on work done by Aharonov in [55–57]. In order to understand their proposal, it is necessary to review the standard formulation of a measurement scheme. The standard description of a measurement one typically considers two parties, Alice and Bob, where Alice prepares the states \( \{ \rho_i \} \) with the prior probabilities \( \eta_i \) and Bob measures the states with some detectors \( \{ \Pi_j \} \). With this setup, Alice can predict...
what measurement outcome Bob will get for any given state that she sends:

\[
P(b_j|a_i) = \text{Tr} (\Pi_j \rho_i).
\] (6.1)

The essence of the idea proposed by Barnett, et al, is that we can also imagine the measurement from Bob’s perspective. From Bob’s perspective, he has a set of measurement detectors \(\{\Pi_j\}\) that have detected results with some probabilities \(\mu_j\) caused by some set of states sent by Alice, \(\rho_i\). At this point, Bob can determine, or retrodict, the probability that, given that a detector of his clicked, the odds that Alice sent a particular state. Using Bayes theorem, we can calculate such a probability:

\[
P(a_i|b_j) = \frac{P(b_j|a_i) P(a_i)}{P(b_j)} = \frac{\text{Tr} (\Pi_j \rho_i) \eta_i}{\sum_i \text{Tr} (\Pi_j \rho_i) \eta_i}.
\] (6.2)

At this point, Barnett, et al, note that in the case that \(\sum_i \eta_i \rho_i = I_D\), the formalism of the retrodictive approach can be massaged in order to be defined symmetrically with the predictive probability. By defining \(\rho_j^{ret} = \frac{\Pi_j}{\text{Tr}(\Pi_j)}\) and \(\Pi_i^{ret} = D \eta_i \rho_i\) we can determine the retrodictive probability as:

\[
P(a_i|b_j) = \text{Tr} (\Pi_i^{ret} \rho_j^{ret}).
\] (6.3)

The theory proposed by the Barnett paper provides an extremely useful foundation for the retrodictive approach. For more on the fundamentals of quantum retrodiction and its applications, see [58–62]. Up until the following result, the general consensus in the current theory of quantum retrodiction is that there is no way to find a general definition for the retrodictive states and operators so that the retrodictive probability is always symmetrically defined to the predictive probability. This conclusion is surprising, as the symmetric forms of
Eqs. (6.1) and (6.3), hint that the retrodictive approach can be viewed as a dual problem to the predictive approach. If this is the case, then the formalism should be entirely symmetric, and not only for the specific case of an unbiased source \( \sum_i D \eta_i \rho_i = \frac{1}{D} \). In fact, with some simple adjustments, we can indeed see that this is the case. First we can use the following definitions:

\[
\begin{align*}
\Omega & \equiv \sum_i \eta_i \rho_i, \\
\Pi_i^{\text{ret}} & \equiv \Omega^{-\frac{1}{2}} \eta_i \rho_i \Omega^{-\frac{1}{2}}, \\
\mu_j & \equiv \sum_i \text{Tr} (\Pi_j \rho_i \eta_i), \\
\rho_j^{\text{ret}} & \equiv \frac{\sqrt{\Omega} \Pi_j \sqrt{\Omega}}{\mu_j}.
\end{align*}
\]

First, it is straightforward to see that the previous definitions are a special case of the above definitions. Additionally, using these definitions we can define the dual probabilities of the retrodictive problem without making any assumptions about Alice’s source:

\[
P (a_i | b_j) = \text{Tr} (\Pi_i^{\text{ret}} \rho_j^{\text{ret}}).
\]  

It is worth noting that this definition of the retrodictive operators obey the expected constraints:

\[
\begin{align*}
\sum_i \Pi_i^{\text{ret}} &= I, \\
\text{tr} (\rho_j^{\text{ret}}) &= 1.
\end{align*}
\]
Additionally, this formalism also requires the following constraint:

\[ \sum_i \eta_i \rho_i = \Omega = \sum_j \mu_j \rho_j^{ret}. \]  

(6.9)

6.2 Applications of the Retrodictive Formalism

6.2.1 Unambiguous Discrimination in the Retrodictive Formalism

One very useful place to start for looking at understanding and applying the retrodictive formalism is the problem of unambiguous state discrimination. In the standard unambiguous discrimination problem, introduced by Ivanovic [35], Peres [37], and Dieks [36], Alice has a set of pure states \{\ket{\psi_1}, \ket{\psi_2}\} that she sends to Bob with the respective probabilities \{\eta_1, \eta_2\}. Bob’s task is to discriminate between these states using the Positive Operator Valued Measurement (POVM) defined by \(\Pi = \{\Pi_1, \Pi_2, \Pi_0\}\) subject to the standard constraints: \(\sum_i \Pi_i = I, \Pi_i > 0\). By ensuring that the \(\Pi_i\) detector will only click if the \(\ket{\psi_i}\) for \(i \in (1, 2)\) or, in other words \(\bra{\psi_i} \Pi_j \ket{\psi_i} = 0\) for \(i \neq j\), then Bob can ensure that, when he gets a detection in either the \(\Pi_1\) or \(\Pi_2\) detectors, his measurement is unambiguous. The goal in UD is to maximize the average probability of Bob’s success:

\[ P_s = \eta_1 tr (\Pi_1 \ket{\psi_1} \bra{\psi_1}) + \eta_2 tr (\Pi_2 \ket{\psi_2} \bra{\psi_2}). \]  

(6.10)

While the optimal success probability is well known, let us reformulate this problem using the retrodictive formalism. Doing so will allow us to formulate a dual problem, through which we will be able to derive the optimal success probability and highlight some important features of the retrodictive formalism. Using the definitions posed above in Eqs. (6.4) - (6.7), we can define the following dual problem: Given a set of measurements \(\{\Pi_1^{ret}, \Pi_2^{ret}\}\) and matrix \(\Omega\), what is the set of states \(\rho_1^{ret}, \rho_2^{ret}, \rho_0^{ret}\) that satisfies the constraint that \(\mu_1 \rho_1^{ret} + \mu_2 \rho_2^{ret} + \mu_0 \rho_0^{ret} =\)
Ω for which this set of measurements is optimal. In this formalism the quantity to be
optimized is:

\[ P_s = \mu_1 tr \left( \Pi_1^{ret} \rho_1^{ret} \right) + \mu_2 tr \left( \Pi_2^{ret} \rho_2^{ret} \right). \]  (6.11)

This is should look familiar to Eq. (6.10) as \( P(a,b) = P(b,a) \). For the retrodictive
formalism of the UD problem, there are also the additional constraints that \( \mu_2 tr \left( \Pi_1^{ret} \rho_2^{ret} \right) = \mu_1 tr \left( \Pi_2^{ret} \rho_1^{ret} \right) = 0 \), mirroring the fact that \( \eta_1 tr \left( \Pi_2 \rho_1 \right) = \eta_2 tr \left( \Pi_1 \rho_2 \right) = 0 \).

The first feature that we can exploit to optimize this problem is the normalization con-
dition on the retrodictive detectors: \( \Pi_1^{ret} + \Pi_2^{ret} = I \). Without losing any generality, we can
assume that we are working within a 2-D Hilbert space. In combination with Eq. (6.5),
this gives that \( \Pi_i^{ret} = \lvert \phi_i^{ret} \rangle \langle \phi_i^{ret} \rvert \), where \( \langle \phi_i^{ret} | \phi_i^{ret} \rangle = 0 \). This effectively implies that the
states \( \lvert \phi_i^{ret} \rangle = \Omega^{\frac{-1}{2}} \sqrt{\eta_i} \lvert \psi_i \rangle \) are normalized and orthogonal. We can also work out this result
explicitly by starting with the following definitions:

\[ \lvert \psi_1 \rangle = \cos (\theta) \lvert 0 \rangle + \sin (\theta) \lvert 1 \rangle , \]
\[ \lvert \psi_2 \rangle = \cos (\theta) \lvert 0 \rangle - \sin (\theta) \lvert 1 \rangle , \]
\[ \Omega = \eta_1 \lvert \psi_1 \rangle \langle \psi_1 \rvert + \eta_2 \lvert \psi_2 \rangle \langle \psi_2 \rvert, \]
\[ = w_1 \lvert \omega_1 \rangle \langle \omega_1 \rvert + w_2 \lvert \omega_2 \rangle \langle \omega_2 \rvert. \]

In the final equation above, \( \langle \omega_1 | \omega_2 \rangle = 0 \). First we can start by deriving the eigenvalues
\( \{ w_1, w_2 \} \) of the matrix \( \Omega \) as follows:

\[ \Omega = \begin{pmatrix}
\cos^2 (\theta) & (\eta_1 - \eta_2) \sin (\theta) \cos (\theta) \\
(\eta_1 - \eta_2) \sin (\theta) \cos (\theta) & \sin^2 (\theta)
\end{pmatrix}, \]
\[ \Rightarrow w^2 - \left( \eta_1 - \eta_2 \right)^2 \sin^2 (\theta) = 0, \]
\[ w_{1,2} = \frac{1}{2} \left( 1 \pm \sqrt{1 - 4\eta_1\eta_2 \sin^2 (2\theta)} \right). \]

If we define the eigenvectors of this matrix as \(|\omega_1\rangle = \cos (\omega) |0\rangle + \sin (\omega) |1\rangle\) and \(|\omega_2\rangle = -\sin (\omega) |0\rangle + \cos (\omega) |1\rangle\), then we can utilize the following transformation:

\[
|\psi_1\rangle = \cos (\theta - \omega) |\omega_1\rangle + \sin (\theta - \omega) |\omega_2\rangle,
|\psi_2\rangle = \cos (\theta + \omega) |\omega_1\rangle - \sin (\theta + \omega) |\omega_2\rangle.
\]

Using this, we can now express the matrix \(\Omega\) in the \(|\omega_1\rangle, |\omega_2\rangle\) basis:

\[
\begin{pmatrix}
\eta_1 \cos^2 (\theta - \omega) \eta_2 \cos^2 (\theta + \omega) & \frac{\eta_1}{2} \sin (2(\theta - \omega)) - \frac{\eta_2}{2} \sin (2(\theta + \omega)) \\
\frac{\eta_1}{2} \sin (2(\theta - \omega)) - \frac{\eta_2}{2} \sin (2(\theta + \omega)) & \eta_1 \sin^2 (\theta - \omega) \eta_2 \sin^2 (\theta + \omega)
\end{pmatrix}
\]

In order for this matrix to be diagonal in this basis, we must require that \(\frac{\eta_1}{2} \sin (2(\theta - \omega)) = \frac{\eta_2}{2} \sin (2(\theta + \omega))\), or \(\tan (2\omega) = (\eta_1 - \eta_2) \tan (2\theta)\). With this we can now explicitly calculate \(|\phi_{ret}^1\rangle = \Omega^{-\frac{1}{2}} \sqrt{\eta_1} |\psi_1\rangle\):

\[
\Omega^{-\frac{1}{2}} = \frac{1}{\sqrt{w_1}} |\omega_1\rangle \langle \omega_1| + \frac{1}{\sqrt{w_2}} |\omega_2\rangle \langle \omega_2|,
\]

\[
\Omega^{-\frac{1}{2}} \sqrt{\eta_1} |\psi_1\rangle = \sqrt{\eta_1} \left( \frac{\cos (\theta - \omega)}{\sqrt{w_1}} |\omega_1\rangle + \frac{\sin (\theta - \omega)}{\sqrt{w_2}} |\omega_2\rangle \right).
\]

We can now show that this state is normalized:

\[
\cos^2 (\theta - \omega) = \frac{1}{2} (1 + \cos (2(\theta - \omega)))
= \frac{1}{2} (1 + \cos (2\theta) \cos (2\omega) + \sin (2\theta) \sin (2\omega))
= \frac{1}{2} \left( 1 + \frac{\cos (2\theta)}{1 + (\eta_1 - \eta_2)^2 \tan^2 (2\theta)} + \frac{\sin (2\theta) (\eta_1 - \eta_2) \tan (2\theta)}{\sqrt{1 + (\eta_1 - \eta_2)^2 \tan^2 (2\theta)}} \right)
\]
\[ \eta_1 \left( \frac{\cos^2(\theta - \omega)}{w_1} \right) + \frac{\sin^2(\theta - \omega)}{w_2} = \eta_1 \left( \frac{w_2 - w_1}{w_1 w_2} (w_2 - w_1) \cos^2(\theta - \omega) + w_1 \right) \]

\[ = \eta_1 \left( \frac{-\sqrt{1 - 4\eta_1 \eta_2 \sin^2(2\theta)}}{2} \right) \left( 1 + \frac{1 - 2\eta_1 \eta_2 \sin^2(2\theta)}{\sqrt{1 - 4\eta_1 \eta_2 \sin^2(2\theta)}} \right) + \frac{1}{2} \left( 1 + \sqrt{1 - 4\eta_1 \eta_2 \sin^2(2\theta)} \right) \]

\[ = 1. \]

We can use this result to represent both \( |\phi_1^{\text{ret}} \rangle \) and \( |\phi_2^{\text{ret}} \rangle \):

\[
|\phi_1^{\text{ret}} \rangle = \sqrt{\eta_1} \left( \frac{\cos(\theta - \omega)}{\sqrt{w_1}} |\omega_1 \rangle + \frac{\sin(\theta - \omega)}{\sqrt{w_2}} |\omega_2 \rangle \right), \\
|\phi_2^{\text{ret}} \rangle = \sqrt{\eta_2} \left( \frac{\cos(\theta + \omega)}{\sqrt{w_1}} |\omega_1 \rangle - \frac{\sin(\theta + \omega)}{\sqrt{w_2}} |\omega_2 \rangle \right). \tag{6.12}
\]

While not immediately obvious, we can show that these states are orthogonal:

\[
\langle \phi_1^{\text{ret}} | \phi_2^{\text{ret}} \rangle = \frac{\sqrt{\eta_1 \eta_2}}{2w_1w_2} \left[ w_2 \left( \cos(2\omega) + \cos(2\theta) \right) - w_1 \left( \cos(2\omega) - \cos(2\theta) \right) \right] \\
= \frac{\sqrt{\eta_1 \eta_2}}{2w_1w_2} \left[ -\cos(2\omega) \sqrt{1 - 4\eta_1 \eta_2 \sin^2(2\theta)} + \cos(2\theta) \right] \\
= \frac{\sqrt{\eta_1 \eta_2 \cos(2\theta)}}{2w_1w_2} \left( -\cos(2\omega) \sqrt{1 + (\eta_1 - \eta_2)^2 \tan^2(2\theta)} + 1 \right) \\
= \frac{\sqrt{\eta_1 \eta_2 \cos(2\theta)}}{2w_1w_2} \left( -\cos(2\omega) \sqrt{1 + \tan^2(2\omega)} + 1 \right) = 0.
\]

The second feature that we can exploit to optimize this problem is the UD requirement that \( \langle \psi_1 | \Pi_2 | \psi_1 \rangle = \langle \psi_2 | \Pi_1 | \psi_2 \rangle = 0 \). We can use the fact that \( P(b_j, a_i) = P(a_i, b_j) \) to conclude that \( \eta_2 \text{tr}(\Pi_1 | \psi_2 \rangle \langle \psi_2 |) = \mu_1 \text{tr}(\rho_1^{\text{ret}} \Pi_2^{\text{ret}}) = 0 \). From here it is trivial to show that \( \text{tr}(\rho_1^{\text{ret}} \Pi_2^{\text{ret}}) = \text{tr}(\rho_2^{\text{ret}} \Pi_1^{\text{ret}}) = 0 \) and, from the normalization on \( \Pi^{\text{ret}} \), \( \text{tr}(\rho_1^{\text{ret}} \Pi_1^{\text{ret}}) = 1 = \text{tr}(\rho_2^{\text{ret}} \Pi_2^{\text{ret}}) \).
This implies $\rho_j^{ret} = |\phi_j^{ret}\rangle \langle \phi_j^{ret}|$. In order to show this explicitly, we can use the fact that $\Pi_i = c_i |\psi_j^+\rangle \langle \psi_j^+|$, where $\langle \psi_i | \psi_i^+\rangle = 0$. First this gives us the result that $\rho_j^{ret}$ is a pure state:

$$
tr \left((\rho_j^{ret})^2\right) = \frac{c_j^2}{c_j^2} \frac{tr \left(\sqrt{\Omega} |\psi_i^+\rangle \langle \psi_i^+| \Omega |\psi_i^+\rangle \langle \psi_i^+| \sqrt{\Omega}\right)}{c_j^2 \langle \psi_i^+| \Omega |\psi_i^+\rangle^2} = 1.
$$

We can amend the original definition in Eq. (6.7) for pure states:

$$
|\psi_j^{ret}\rangle = \frac{\sqrt{c_j \Omega} |\psi_j^+\rangle}{\sqrt{c_j \langle \psi_i^+| \Omega |\psi_i^+\rangle}}.
$$

We can also use this to verify that $|\psi_j^{ret}\rangle = |\phi_j^{ret}\rangle$:

$$
\eta_j |\psi_j\rangle = \frac{\Omega |\psi_j^+\rangle}{\sqrt{\langle \psi_j^+| \Omega |\psi_j^+\rangle}}.
$$

$$
|\phi_j^{ret}\rangle = \Omega^{-\frac{1}{2}} \sqrt{\eta_j} |\psi_j\rangle = \frac{\sqrt{\Omega} |\psi_j^+\rangle}{\sqrt{\langle \psi_j^+| \Omega |\psi_j^+\rangle}} = |\psi_j^{ret}\rangle.
$$

All of these features combined, allow us to have an elegant reformulation of the original problem. The UD problem in the retrodictive perspective is, for a given set of states $\{|\phi_1^{ret}\rangle, |\phi_2^{ret}\rangle\}$ and a matrix $\Omega$, to optimize the function:

$$
P_s = \mu_1 + \mu_2
$$

subject to the constraint:

$$
\mu_1 |\phi_1^{ret}\rangle \langle \phi_1^{ret}| + \mu_2 |\phi_2\rangle \langle \phi_2| + \mu_0 \rho_0^{ret} = \Omega.
$$

We can solve this problem by expressing the $\Omega$ matrix in the $\{|\phi_1^{ret}\rangle, |\phi_2^{ret}\rangle\}$ basis. In order to do this, we can use the following transformation between the eigenvectors of the $\Omega$ matrix
and these states:

\[
|\omega_1\rangle = \frac{1}{\sqrt{w_1}} \left( \sqrt{\eta_1} \cos(\theta - \omega) |\phi_{1\text{ret}}\rangle + \sqrt{\eta_2} \cos(\theta + \omega) |\phi_{2\text{ret}}\rangle \right), \\
|\omega_2\rangle = \frac{1}{\sqrt{w_2}} \left( \sqrt{\eta_1} \sin(\theta - \omega) |\phi_{1\text{ret}}\rangle - \sqrt{\eta_2} \sin(\theta + \omega) |\phi_{2\text{ret}}\rangle \right),
\]

(6.15)

This gives us the following result:

\[
\Omega = w_1 |\omega_1\rangle \langle \omega_1| + w_2 |\omega_2\rangle \langle \omega_2|
\]

\[
= \left( \eta_1 \cos^2(\theta - \omega) + \eta_1 \sin^2(\theta - \omega) \right) |\phi_{1\text{ret}}\rangle \langle \phi_{1\text{ret}}| + \left( \eta_2 \sin^2(\theta - \omega) + \eta_2 \cos^2(\theta - \omega) \right) |\phi_{2\text{ret}}\rangle \langle \phi_{2\text{ret}}|
\]

\[
+ \sqrt{\eta_1 \eta_2} \cos(\theta - \omega) \cos(\theta + \omega) - \sin(\theta - \omega) \sin(\theta + \omega)) \left( |\phi_{1\text{ret}}\rangle \langle \phi_{2\text{ret}}| + |\phi_{2\text{ret}}\rangle \langle \phi_{1\text{ret}}| \right).
\]

This allows us to rewrite Eq. (6.14) as:

\[
\begin{pmatrix}
\mu_1 & 0 \\
0 & \mu_2
\end{pmatrix} + \mu_0 \rho_0^{\text{ret}} = \begin{pmatrix}
\eta_1 & \sqrt{\eta_1 \eta_2 \cos(2\theta)} \\
\sqrt{\eta_1 \eta_2 \cos(2\theta)} & \eta_2
\end{pmatrix}.
\]

(6.16)

This same optimization problem appears in a paper deriving optimizing UD discrimination from the no-signaling condition by Barnett and Andersson [63]. In the next section we will flesh out more the connections between the retrodictive approach and the no-signaling condition. For now, we can proceed with the optimization problem by rewriting the constraint Eq. (6.14) above as:

\[
\mu_0 \rho_0^{\text{ret}} = \begin{pmatrix}
\eta_1 - \mu_1 & \sqrt{\eta_1 \eta_2 \cos(2\theta)} \\
\sqrt{\eta_1 \eta_2 \cos(2\theta)} & \eta_2 - \mu_2
\end{pmatrix}.
\]

(6.17)

We can use the normalization \( \text{tr} (\rho_0^{\text{ret}}) = 1 \) to derive \( \mu_0 + \mu_1 + \mu_2 = 1 \). The positivity of \( \rho_0^{\text{ret}} \) gives the conditions that \( \eta_1 \geq \mu_1 \), \( \eta_2 \geq \mu_2 \), and \( (\eta_1 - \mu_1)(\eta_2 - \mu_2) - \eta_1 \eta_2 \cos^2(2\theta) \geq 0 \). This
final constraint can be rewritten as:

$$\eta_2 - \frac{\eta_1 \eta_2 \cos^2 (2\theta)}{(\eta_1 - \mu_1)} \geq \mu_2. \quad (6.18)$$

We can substitute this into the probability of success and optimize:

$$\frac{\partial P}{\partial \mu_1} = 0 = 1 - \frac{\eta_1 \eta_2 \cos^2 (2\theta)}{(\eta_1 - \mu_1)^2} \Rightarrow \mu_1 = \eta_1 - \sqrt{\eta_1 \eta_2 \cos (2\theta) \geq 0},$$

$$\Rightarrow \mu_2 = \eta_2 - \sqrt{\eta_1 \eta_2 \cos (2\theta) \geq 0}.$$

This gives the expected UD optimization result:

$$P_s = \begin{cases} 
\eta_1 (1 - \cos^2 (2\theta)) & \eta_1 \leq \frac{\cos^2 (2\theta)}{1 + \cos^2 (2\theta)} \\
1 - 2\sqrt{\eta_1} \cos (2\theta) & \frac{\cos^2 (2\theta)}{1 + \cos^2 (2\theta)} < \eta_1 < \frac{1}{1 + \cos^2 (2\theta)} \\
\eta_2 (1 - \cos^2 (2\theta)) & \frac{1}{1 + \cos^2 (2\theta)} \leq \eta_1.
\end{cases} \quad (6.19)$$

One other result worth noting is that in the optimal solution, \( \det (\rho_{\text{ret}}^0) = 0 \), meaning that

$$\rho_{\text{ret}}^0 = |\phi_{\text{ret}}^0 \rangle \langle \phi_{\text{ret}}^0|, \text{ where } |\phi_{\text{ret}}^0 \rangle = \frac{1}{\sqrt{2}} (|\phi_1^\text{ret} \rangle + |\phi_2^\text{ret} \rangle).$$

### 6.2.2 Connecting Retrodiction to the No-Signaling Principle

Earlier we pointed out that the optimization problem we pointed out that the UD optimization condition could be solved using the retrodictive formalism by relying on a constraint in the form of Eq. (6.16), This constraint for optimization is identical to the constraint for optimization derived from the no-signaling condition in \([63]\). Given the intrinsic connection between the no-signaling condition and state discrimination \([63–65]\), it is essential tease out
the ways in which the retrodictive formulation and the no-signaling condition are related. 
In order to do so, we need to slightly reformulate the UD discrimination problem. In the 
standard formulation, Alice sends Bob one of two states, $|\psi_1\rangle, |\psi_2\rangle$ with the respective probabilities $\eta_1, \eta_2$. This can also be accomplished if, instead, Alice and Bob share the state 
$|\Psi\rangle_{AB} = \sqrt{\eta_1} |0\rangle |\psi_1\rangle + \sqrt{\eta_1} |1\rangle |\psi_2\rangle$. If Alice measures her qubit in the $|0\rangle, |1\rangle$ basis, then Bob’s state is found in the state $|\psi_1\rangle, |\psi_2\rangle$ with appropriate probability. At this point, we can also introduce the no signaling condition. If Bob performs an optimal UD measurement to distinguish between $|\psi_1\rangle, |\psi_2\rangle$ before Alice performs her own measurement, she should be able to gain no information about the outcome of Bob’s measurement. Before Bob’s measurement, the possible outcomes of Alice measuring her state can be described using the reduced density matrix $\rho_a = tr_b (|\Psi\rangle_{ab} \langle\Psi|)$:

$$
\rho_a = \begin{pmatrix}
\eta_1 & \sqrt{\eta_1 \eta_2 \cos (2\theta)} \\
\sqrt{\eta_1 \eta_2 \cos (2\theta)} & \sqrt{\eta_2}
\end{pmatrix}.
$$

(6.20)

Here, $\langle\psi_1|\psi_2\rangle = \cos (2\theta)$. If Bob succeeds in his measurement, then Alice’s state is in the corresponding pure state, $|0\rangle, |1\rangle$. This outcome happens with the respective probabilities that Bob’s measurement succeeds: $p_1, p_2$, where $p_i$ is the probability that Bob’s measurement succeeds given the state $|\psi_i\rangle$. If Bob’s measurement fails, Alice’s state can be described by some unknown mixed state $\rho_0$, which is the outcome with probability $p_0$. Given this, If Alice does not know the outcome of Bob’s measurement, she can describe her state as follows:

$$
\tilde{\rho}_a = p_1 |0\rangle \langle 0| + p_2 |1\rangle \langle 1| + p_0 \rho_0.
$$

(6.21)

The no-signaling condition requires that Alice gain no information from Bob’s measurement, or $\rho_a = \tilde{\rho}_a$, giving the earlier constraint Eq. (6.16).

At first glance, the use of $|\Psi\rangle_{ab} = \sqrt{\eta_1} |0\rangle |\psi_1\rangle + \sqrt{\eta_1} |1\rangle |\psi_2\rangle$ as a communication channel.
seems asymmetrical, skewed towards Alice perspective. It is easy to see how Alice can use this channel to correlate her information with Bob’s results. Additionally this channel analysis shows that Alice’s information (reduced density matrix) restricts the efficacy of Bob’s measurement. However, with the retrodictive formalism, it is worth questioning whether this apparent asymmetry is intrinsic to the problem, or simply a result of the specific formulation of the problem. Let us consider the opposite formulation for a minute - Bob can also measure his states in an orthonormal basis, leaving Alice with two pure states that are non-orthogonal. We can then ask the question, what is the optimal basis for Bob to measure in so that if Alice performs UD on her resulting states she maximizes her ability to learn the state that Bob measured. As an aside, it is important to realize the subtlety that there is no issue with no-signaling here. Since Bob can’t control the outcome of his measurement, only correlations are transferred and not true information. This question of the optimal basis for Bob to measure in is effectively answered by the retrodictive formalism. Consider that instead of Alice using states in the $|0\rangle,|1\rangle$ basis, she uses states in the orthonormal basis $|\phi_{1}^{ret},\phi_{2}^{ret}\rangle$, where $|\phi_{i}^{ret}\rangle = \Omega^{-\frac{1}{2}} \sqrt{\eta_{i}} |\psi_{i}\rangle$. In this case, using the positivity of $\Omega^{-\frac{1}{2}}$, the initial state shared by Alice and Bob can be shown to be symmetric. In order to do so, we first need to take advantage of the fact that the definition for $|\phi_{i}^{ret}\rangle$ implies that $\sqrt{\eta_{1}} |\psi_{1}\rangle = \sqrt{\Omega} |\phi_{1}^{ret}\rangle = \left(\sqrt{\Omega}_{11} |\phi_{1}^{ret}\rangle + \sqrt{\Omega}_{12} |\phi_{2}^{ret}\rangle\right)$, $|\phi_{2}^{ret}\rangle = \left(\sqrt{\Omega}_{21} |\phi_{1}^{ret}\rangle + \sqrt{\Omega}_{22} |\phi_{2}^{ret}\rangle\right)$. Using this and the fact the positivity of $\sqrt{\Omega}$ implies that $\left(\sqrt{\Omega}_{12}\right)_{12} = \left(\sqrt{\Omega}_{21}\right)_{21}$, gives the following result:

$$|\Psi\rangle_{ab} = \sqrt{\eta_{1}} |\phi_{1}^{ret}\rangle |\psi_{1}\rangle + \sqrt{\eta_{2}} |\phi_{2}^{ret}\rangle |\psi_{2}\rangle$$

$$= |\phi_{1}^{ret}\rangle \left(\left(\sqrt{\Omega}_{11} |\phi_{1}^{ret}\rangle + \left(\sqrt{\Omega}_{12} |\phi_{2}^{ret}\rangle\right)\right) + |\phi_{2}^{ret}\rangle \left(\left(\sqrt{\Omega}_{21} |\phi_{1}^{ret}\rangle + \left(\sqrt{\Omega}_{22} |\phi_{2}^{ret}\rangle\right)\right)\right)$$

$$= \left(\left(\sqrt{\Omega}_{11} |\phi_{1}^{ret}\rangle + \left(\sqrt{\Omega}_{12} |\phi_{2}^{ret}\rangle\right)\right) |\phi_{1}^{ret}\rangle + \left(\left(\sqrt{\Omega}_{21} |\phi_{1}^{ret}\rangle + \left(\sqrt{\Omega}_{22} |\phi_{2}^{ret}\rangle\right)\right) |\phi_{2}^{ret}\rangle\right)$$

$$= \sqrt{\eta_{1}} |\psi_{1}\rangle |\phi_{1}^{ret}\rangle + \sqrt{\eta_{2}} |\psi_{2}\rangle |\phi_{2}^{ret}\rangle.$$
for which the communication channel is symmetric from both Bob and Alice’s perspective. Additionally, it is clear that the no-signaling condition must be identical to the retrodictive constraint.
Chapter 7

Conclusion

The problem of state discrimination is essential to Quantum Information Theory. This theory is essential in designing communication protocols, experiments, and quantum algorithms. In chapters 1 and 2 of this dissertation, we review the fundamentals of quantum measurement theory and quantum state discrimination. These chapters serve as a foundation for understanding how one can use the theory of generalized measurements (POVMs) to design optimal communication schemes between two parties, Alice and Bob. In addition, this section explores various criteria for optimization, including minimizing error or requiring unambiguous communication channels.

One important extension of the communication protocols introduced in chapter 2 is extending the communication to multiple parties. The goal of sequential state discrimination is to take advantage of the security provided by the quantum communication channel to allow Alice to communicate with multiple parties in sequence. At the end of chapter 3, we explore the way the standard state discrimination protocols can be modified to allow Bob to make a suboptimal measurement in order to pass along some usable information to a third party, Charlie. Similar to the standard discrimination protocols, there are various possible criteria for optimization, three of which are explored in detail in chapters 3-5.
In chapter 3, we focus on the problem of Sequential Minimum Error. In this scheme, we show how one can design and optimize a communication channel between Alice, Bob, and Charlie, such that Bob and Charlie maximize the probability that they can both correctly identify the state sent by Alice. In chapter 4, we focus on the problem of Sequential Unambiguous Discrimination. In the SUD protocol, Bob and Charlie both require that they have measurements that can identify the state sent by Alice with certainty. In order to achieve this certainty, they also are forced to have inconclusive results. In this chapter, we thoroughly explore the ways they can design and optimize this procedure, as well as considering the mutual information for the communication channel. In chapter 4, we explore an interpolation between these two schemes. In the interpolation, Bob and Charlie control the probability of receiving an inconclusive results, and optimize their sequential discrimination to this fixed rate of inconclusive results. When this rate is zero, they recover the SME protocol and when this rate matches the inconclusive rate for SUD they recover the SUD protocol.

In the final chapter of this dissertation, we explore quantum state discrimination from a new perspective: quantum retrodiction. We review the definition of quantum retrodiction and show how this definition can be modified to form a dual problem to the state discrimination problem. By applying this new technique, we reexamine and explore the standard unambiguous discrimination scheme and derive the expected results. This new perspective on quantum retrodiction promises to be a fruitful avenue for exploration in future analysis of quantum state discrimination protocols.

Ultimately, while there is significant progress made to the understanding of state discrimination protocols made by this thesis, there are still many open problems. One basic extension of the state discrimination protocols is to extend the Sequential Discrimination with a Fixed Rate of Inconclusive Outcome to arbitrary priors. Additionally, the question of how to optimize these schemes for mixed states and for protocols where Bob and Charlie utilize different strategies warrants more exploration. Finally, there is a lot of promise in the
proposed formulation of quantum retrodiction. Extending this formalism to other discrimination problems, including sequential discrimination problems, could yield some interesting results.
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