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Abstract

**Semi-supervised Regression with Generative Adversarial Networks Using Minimal Labeled Data**

by

**Greg Olmschenk**

Adviser: Professor Zhigang Zhu

This work studies the generalization of semi-supervised generative adversarial networks (GANs) to regression tasks. A novel feature layer contrasting optimization function, in conjunction with a feature matching optimization, allows the adversarial network to learn from unannotated data and thereby reduce the number of labels required to train a predictive network. An analysis of simulated training conditions is performed to explore the capabilities and limitations of the method. In concert with the semi-supervised regression GANs, an improved label topology and upsampling technique for multi-target regression tasks are shown to reduce data requirements. Improvements are demonstrated on a wide variety of vision tasks, including dense crowd counting, age estimation, and automotive steering angle prediction. With training data limitations arguably being the most restrictive component of deep learning, methods which reduce data requirements hold immense value. The methods proposed here are general-purpose and can be incorporated into existing network architectures with little or no modifications to the existing structure.
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Notation

\( a \) A scalar (integer or real)

\( a \) A vector

\( A \) A matrix

\( A \) A tensor

\( a \) A scalar random variable

\( a \) A vector-valued random variable

\( A \) A matrix-valued random variable

\( P(a) \) A probability distribution over a discrete random variable

\( p(a) \) A probability distribution over a continuous random variable, or over a variable whose type has not been specified
Notation

\(a \sim P\)  Random variable \(a\) has distribution \(P\)

\(\mathbb{E}_{x \sim P}[f(x)]\) or \(\mathbb{E}f(x)\)  Expectation of \(f(x)\) with respect to \(P(x)\)

\(\mathcal{U}(a, b)\)  Uniform probability distribution over the range from \(a\) to \(b\)

\(\mathcal{N}\)  Normal probability distribution with mean 0 and variance 1

\(a + \mathbf{A}\)  For any scalar operator combining a scalar and multi-dimensional value, the operation is applied element-wise to the multi-dimensional value. This treatment of operations is also referred to as broadcasting.

\(D(x)\)  Discriminator network function forward pass with input \(x\)

\(G(z)\)  Generator network function forward pass with input \(z\)
Chapter 1

Introduction

1.1 Deep Learning and Regression

Deep learning [1], particularly deep neural networks (DNNs), has become the dominant focus in many areas of computer science in recent years. This is especially true in computer vision, where the advent of convolutional neural networks (CNNs) [2] has led to algorithms which can outperform humans in many vision tasks [3]. Today, deep learning plays a primary role in nearly every area which uses machine learning methods.

The most common use of DNNs is for classification tasks. These tasks consist of labeling some form of input data as belonging to one or more discrete categories or classes. For example, a classification task may comprise of applying a label to an image, where the label is the type of animal depicted in the image (e.g., 'dog', 'cat'). The vast majority of deep learning research is focused on these classification tasks. In contrast, a regression task consists of labeling some form of input data with a continuous value. For example, a regression task may consist of determining the distance from a camera to an object, given an image from the camera. The distance may be any value in the continuous range $[0, \infty)$, as opposed to a
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discrete label in the case of classification. Significantly less deep learning research has been
devoted to regression problems as compared to classification problems. While the transition
from classification to regression may initially seem to be a trivial extension, the current
formulations of many deep learning methods do not lend themselves to use in regression
tasks. While it is possible to frame any regression task in terms of a classification task,
in practice, this presents several significant problems. For example, to recast a regression
task as a classification task, an arbitrary number of classes must be chosen, as a continuous
range can be segmented into discrete bins in an arbitrary number of ways. This discretizing
of the range imposes a limitation on the precision which can be achieved. However, more
importantly, the relative locality of the regression values is discarded when converting to a
binning classification problem. Due to the formulation of DNN training cost functions, such
a naive classification approach would result in each incorrect class being considered equally
as wrong. For example, we can consider a prediction of a real number in the range $[0, 10)$
which has been split into 10 discrete classes. Given a true label of 10, a prediction of 8 would
produce the same loss as a prediction of 2. This results in a problematic training gradient,
as well as encouraging the network to overfit since only the single bin shows any improved
predictive capabilities. The smaller the bins become, the more problematic this limitation
becomes. Depending on the accuracy required by the application, this binning classification
approach may be acceptable, but these problems are more naturally framed as the original
regression tasks.

The set of regression tasks encompasses a nearly limitless supply of problems that cannot be
solved or would be poorly solved by framing them as classification problems. Some examples
include crowd counting estimation [4], weather prediction models [5], stock index evaluation [6],
object distance estimation [7], age estimation [8], data hole filling [9], curve coefficient
estimation, ecological biomass prediction [10], traffic flow density prediction [11], orbital
mechanics predictions [12], electrical grid load prediction [13], stellar spectral analysis [14],
network data load prediction \[15\], object orientation estimation \[16\], species population prediction \[17\], ocean current prediction \[18\], and countless others. Machine learning has been utilized for each of these tasks. The novel method presented in this work can be generalized to any such regression problem, allowing each of these applications to take advantage of the semi-supervised method discussed below.

1.2 Semi-supervised Generative Adversarial Networks

Within the field of deep learning, there are generative models, and more specifically, generative adversarial neural networks \[19\]. A generative model is one which learns how to produce samples from a data distribution. In the case of computer vision, usually takes the form of a neural network which learns how to generate images, often with specified characteristics. Generative models are particularly interesting because for such a model to generate new examples of data from a distribution, the model needs to "understand" that data distribution. Arguably, the most powerful type of generative model is currently the generative adversarial network (GAN) \[19, 20\]. GANs have been shown to be capable of producing fake data that appears to be real to human evaluators. For example, fake images of objects which a human evaluator can not distinguish from real-world images of those objects.

Beyond the generation of fake data, GANs, using a semi-supervised approach, have been shown to produce better results in discriminative tasks using relatively small amounts of labeled data \[21\], where equivalent DNNs/CNNs would require significantly more labeled data to accomplish the same level of accuracy. This semi-supervised training allows a model architecture which can learn from unlabeled data in addition to labeled data. As one of the greatest obstacles in deep learning is acquiring or producing the vast amounts of labeled data required to train such models, the ability to train these powerful models with less labeled data is of immense import.
While GANs have already shown significant potential in semi-supervised training, they have only been used for a limited number of cases. In particular, they have thus far almost exclusively been used for classification problems. This work generalizes semi-supervised GANs to regression problems. The nature of a GAN makes moving from classification to regression problems non-trivial. Specifically, the two parts of a GAN can be seen as playing a minimax game. The discriminating portion of the GAN has the objective of discriminating between fake and real data in some fashion. However, when the real data is labeled with continuous-valued numbers, deciding on what constitutes a "fake" labeling is not straightforward. To solve this issue, novel loss functions are required. At the same time, these loss functions need to provide a stable training dynamic between the discriminator and generator. These problems, for which solutions are provided in this work, make semi-supervised GANs in regression problems a challenging area of research.

1.3 Contributions of the Thesis

This work presents the following contributions:

1. A novel algorithm generalizing semi-supervised GANs to regression tasks, the Semi-supervised Regression GAN (SR-GAN).

2. An analysis of optimization rules which allows for stable, consistent training when using the SR-GAN, including experiments demonstrating the importance of these rules.

3. Systematic experiments demonstrating the SR-GAN on three typical real-world applications of regression – age estimation, steering angle prediction, and crowd analysis, all from real-world images. A comparative analysis of alternative methods is also performed.
4. An improved labeling topology for crowd counting, a multitarget regression task, and an analysis of full label resolution for crowd counting.

For a better understanding of the work, we now provide a more detailed summary of each of the above contributions.

**SR-GAN theory.** The most important contribution is the generalization of semi-supervised GANs to regression in the form of the SR-GAN. As the primary limitation of deep neural networks is currently data limitations, easing this requirement on the countless existing regression problems is immensely important. In addition to the SR-GAN, as a comparison, this work also explores more naive approaches to regression GANs. The capabilities and limitations of these alternatives are demonstrated, and a theoretical understanding of its limitations is provided. The SR-GAN method is designed to avoid the limitations of the alternatives.

**SR-GAN behaviors.** While the theoretical solution for applying semi-supervised GANs to regression is provided in the first contribution, there are many factors that need to be addressed for this approach to work in practice. Chiefly, the details of loss functions used in the SR-GAN are analyzed. Several variants, each with their own theoretical justification, are examined and tested. This analysis provides both evidence of the SR-GAN’s robust nature and a way to generalize the choice of hyperparameters used to train the SR-GAN.

**SR-GAN applications.** Next, this work provides several real-world applications where SR-GANs outperform traditional CNNs and other competing models. Specifically, the SR-GAN was applied to predict the age of individuals from single images, to predict the steering angle of a car based on a single frame of video, and to estimate crowd densities in surveillance footage. The age and steering angle estimation tasks provide real-world applications on which the SR-GAN can be used to reduce the data requirements, while still being simple enough to explain the training properties in detail. In the steering angle estimation, it is demonstrated that the SR-GAN approach performs better than previously proposed GAN methods. The
CHAPTER 1. INTRODUCTION

crowd analysis case provides a complex real-world application with immediate use cases and demonstrates the capabilities of the SR-GAN on open problems.

Beyond SR-GAN. In addition to the semi-supervised GAN for regression, two additional improvements are proposed to reduce the number of labeled examples required to train a system: improved label topology and use of full-resolution map labels. While these methods are general-purpose, this work only explores their use in the case of crowd analysis. We also discuss the integration of the SR-GAN into multi-optimization goal networks, where challenges are still present.

1.4 Thesis Organization

The remainder of this thesis will be divided into the following chapters.

First, background information will be discussed in Chapter 2. This will include an overview of the GAN and semi-supervised GAN concepts, early works in applying GANs to regression tasks, and the current state-of-the-art works for the specific applications that the SR-GAN will be demonstrated on.

Next, the motivation for this work will be detailed in Chapter 3. This will include a detailed analysis of the current state of GANs for regression, the limitations of these existing approaches, and the underlying theory explaining why another solution is required.

Chapter 4 will describe the methodology of the SR-GAN. Here a formal mathematical definition of this novel GAN method will be provided as well as an intuitive understanding of the approach.

In Chapter 5, a well-controlled synthesized dataset is defined on which can be tested the properties of the SR-GAN while controlling every aspect of the data. This approach allows us to directly observe the underlying data generating model and compare the output of the generator to it. Additionally, it allows us to artificially control the complexity of the dataset.
allowing for a detailed analysis of the SR-GANs capabilities and limitations.

Chapter 6 provides a simple but real-world application for the SR-GAN, namely, age estimation of an individual given a single image. This application provides a direct understanding of the theoretical design of the model in a practical implementation. The simplicity allows the details of the model to easily be examined while still tackling a real task. In this chapter, improvements over a standard DNN method are the focus.

Similar to the problem of age estimation, Chapter 7 provides another simple real-world application. In this chapter, the network is given the task of predicting the steering angle of a car given an individual image of the upcoming road segment. This can be seen as a simplified version of the self-driving car problem. It provides yet another demonstration that the SR-GAN is a generalizable method. Here the focus is on the improvements of the SR-GAN over other potential GAN approaches.

Chapter 8 provides a complex, real-world application of the SR-GAN. Here the SR-GAN is used to predict crowd densities from surveillance images. Dense crowd counting is still a challenging problem and an open area of research. It is demonstrated that the SR-GAN model can reduce the data requirements of existing CNN state-of-the-art models, thereby improving accuracy overall. The reduction of data on this application is of immense import, as the manual effort required to annotate this kind of data is significant and error-prone.

Next, Chapter 9 provides additional methods beyond the SR-GAN in which crowd labels, and multitarget regression labels more generally, can be improved. This is achieved by an improved label topology and predictive label upsampling.

Finally, Chapter 10 concludes this work, with a discussion of the overall findings and possible implications.
In 2012, a deep convolutional neural network called AlexNet \cite{22} won the ImageNet Challenge \cite{23}, a competition measuring image classification accuracy. Since this time, deep learning techniques have been able to outperform traditional computer vision techniques in nearly any task where there is enough data to train the deep learning approaches. Furthermore, at the time of this writing, there is not an obvious limitation to capabilities of deep neural networks moving forward, other than the limitations of available training data and computing power. The work proposed here attempts to loosen the former limitation.

The development of generative adversarial networks (GANs) \cite{20} specifically presents a means by which the amount of data required by a deep neural network can be lessened. A technique of using GANs in a semi-supervised fashion, where only a small portion of the dataset has labels, has been proposed and shown to produce high levels of accuracy relative to other methods using the same quantity of labeled data \cite{21}. To better understand how this approach works, we will first give a brief explanation of GANs and then an explanation
of their use in a semi-supervised case.

The following sections give an explanation of GANs and semi-supervised GANs for classification. These explanations are useful for understanding the workings of the SR-GAN proposed here, but the previously existing methods are not directly applicable to regression, as will be shown.

### 2.1 Generative Adversarial Networks

A GAN consists of two neural networks which compete against one another. One of the networks generates fake data; hence, it is referred to as the generator. The other network attempts to distinguish between real data and the fake generated data; consequently, this network is called the discriminator. Both networks are trained together, each continually working to outperform the other and adapting in accordance to the other. In this way, both networks are essentially playing a minimax game \cite{24}.

Though GANs are now fairly common, to provide the groundwork for our SR-GAN, it is worth defining the details of a GAN from the viewpoint of probability distributions. First, an intuitive understanding of GANs is provided.

A conventional explanation of the competition between the generator and the discriminator is that of a counterfeiter and a detective. The counterfeiter, the generator, tries to manufacture counterfeit money. The detective, the discriminator, tries to figure out if a given piece of currency is real or fake. In this story, both start with no knowledge but are ready to learn. The generator begins by making a particularly bad example of currency, but as the discriminator is equally bad at determining true currency, it may label the fake example as real money. Here we step in and tell the discriminator it was wrong. The discriminator will then try to find something to help it distinguish between the real and fake data after being told it was wrong. The one remaining twist to the story is that the generator is provided full access
to how the discriminator determines which money is fake and which is real. In turn, it changes its counterfeiting approach to find flaws in the discriminator’s new methods. For U.S. currency, the discriminator may first decide that the money needs to have the picture of a person. The generator will learn to make pictures of people. Then the discriminator may realize that it needs to be a specific person on the currency and so the generator will start to learn how to make that specific person’s image. This process continues until both the generator and discriminator become very good at their jobs.

Now for a more formal description. To give a concrete understanding, the remainder of the explanations in this section is given in terms of computer vision problems, specifically where the datasets consist of images. This means an example of real data (and thus the
input of the discriminator) is an image and also the output of the generator is an image. The structure of such a GAN is shown in Figure 2.1.

The generator network takes random noise as input (usually sampled from a normal distribution) and outputs fake image data. The discriminator takes as input images and outputs a binary classification of either fake or real data. Images can be represented by a vector, with each element representing the value of a pixel in the image. In any image, each element of this vector has a value representing the intensity of that pixel. For this explanation, a minimum element value (pixel value) of 0 is used, and a maximum of 1 is used. Of course, this vector can be represented as a point in $N$ dimensional space, where $N$ is the number of elements in the vector. The possible positions of an image’s point are restricted to the $N$ dimensional hypercube with a side length of 1. Here, it is important to note that real-world images are not equally spread throughout this cube. That is, most points in the cube correspond to images that would look like random noise to a human. Images from the real world usually have properties like local consistency in both texture and color, logical relative positioning of shapes, etc. Real-world images lie on a thin manifold within the cube \[25\]. Subsets of real-world images, such as the set of all images containing a dog, lie on yet a smaller manifold. This manifold represents a probability distribution of the real-world images. We can view the real world as a data generating probability distribution, with each position on the manifold having a certain probability based on how likely that image is to exist in the real world.

The goal of the generator is then to produce images which match the probability distribution of the manifold as closely as possible. Input to the generator is a point sampled from the probability distribution of (multidimensional) random normal noise, and the output is a point in the hypercube—an image. The generator is then a function which transforms a

---

\[1\] One element per pixel is in the case of grayscale images. For RGB images, there are three elements in the vector for each pixel, one for each color channel of the pixel.
normal distribution into an image data distribution. Formally,

\[ p_{\text{fake}}(\mathbf{x}) = G(\mathcal{N}) \tag{2.1} \]

where \( G \) represents the generator function, \( \mathbf{x} \) is a random variable representing an image, \( \mathcal{N} \) is the normal distribution, and \( p_{\text{fake}}(\mathbf{x}) \) is the probability distribution of the images generated by the generator. The desired goal of the generator is to minimize the difference between the generated distribution and the true data distribution. One of the most common metrics to minimize this difference is the Kullback-Leibler (KL) divergence between the generator distribution and the true data distribution using maximum likelihood estimation. This is
CHAPTER 2. BACKGROUND FOR SEMI-SUPERVISED REGRESSION GANS

done by finding the parameters of the generator, $\theta$, which produce the smallest divergence,

$$\theta^* = \arg \min_{\theta} D_{KL}(p_{data}(x) \parallel p_{fake}(x; \theta)).$$ (2.2)

To find this set of parameters, each of the discriminator and the generator works toward minimizing a loss function. With $D$ being the discriminator’s inference function, the discriminator’s loss function is given by

$$L_D = -E_{x \sim p_{data}}[\log D(x)] - E_{x \sim p_{fake}}[\log(1 - D(x))]$$ (2.3)

and the generator’s loss function is given by

$$L_G = -E_{x \sim p_{fake}}[\log(D(x))].$$ (2.4)

For each network, the derivative of their respective losses are used to update the network parameters via the backpropagation algorithm. In the case of image data, this approach has led to generative models which can produce realistic looking images reliably [26].

However, this type of GAN does not improve the capabilities of the discriminator on any predictive task. Here, the discriminator is only used to train the generator. This can be understood further if we assume an ideal discriminator and generator network. In this case, the generator would eventually learn to produce data which exactly matches the data distribution of the real data, or, in the case of limited training data, produce images which exactly match those in the training dataset. In this case, the best prediction the discriminator can give is a 50% probability that the image is a real image.


2.2 Semi-Supervised GANs for Classification

In this section, a subset of GANs is explained which are used to improve the training of neural networks for discrimination and prediction tasks. Specifically, this type of GAN allows a predictive network to train with less labeled data using a semi-supervised approach. In this case, both a labeled and an unlabeled dataset are used. In addition to distinguishing between real and fake data, the discriminator also attempts to label real input data into one of the real world classifications. The primary goal of this type of GAN is to allow the discriminator's prediction task to be trained with relatively small amounts of labeled data using unlabeled data to provide the network with additional information. As unlabeled data is usually much easier to obtain than labeled data, this provides a powerful means to reduce the requirements of training neural networks. This semi-supervised GAN structure can be seen in Figure 2.3.

Where in a simple GAN the discriminator would be passed true examples and fake examples, in the semi-supervised GAN the discriminator is given true labeled examples, true unlabeled examples, and fake examples. We can better understand why this is useful by considering the case of image classification. In this case, the discriminator is being trained to predict the correct class of a true image, which can be one of the $K$ classes that exist in the dataset. The discriminator is given the additional goal of attempting to label any fake images with a $K + 1$th class, which only exists to label fake data (i.e., does not exist in the true label dataset). For the case of unlabeled, all we know is that it must belong to one of the first $K$ classes, as the $K + 1$th class does not exist in the real data. The discriminator is then punished for labeling true unlabeled data as the $K + 1$th class. This is useful because the discriminator cannot simply overfit to the labeled data, as it still has to accommodate for the unlabeled data. At the same time, the fake data prevents the discriminator from allowing simple features to be the deciding factor, as the generator is able to produce such simple
features. In doing so, the real/fake classification provides a form of regularization. However, unlike ordinary forms of regularization, this regularization is based on the distribution of the data.

To understand what is happening in this semi-supervised learning more intuitively, we can start with a non-GAN classification network. Such a network learns a transformation function which partitions image space into separate classes. The network can only learn from the labeled data and warps its partitions to best fit each of the labeled classes into the partition they belong to. At this point, adding unlabeled data to the training process provides no additional benefit. There is currently no constraint on the extent of the classification partitions (except at the boundary of another class), and so all unlabeled data will lie within one of the class partitions. As the new data is unlabeled, this provides no additional information. It is only with the additional cost of the fake class that the unlabeled data can be used with any value. Once the fake data narrows the range of the partitions, we can see them as manifolds once again. Now there are few labeled data points and many unlabeled data points, all of which must lie on the manifolds of the real classes. The manifolds have different regions (or even separate manifolds) for each class, but even the unlabeled data has to lie somewhere on the manifold(s). As the discriminator trains, it learns how to segment the data points into categories. To do this, it creates a mapping from a predictive manifold to a class, with the training warping the manifold to contain each of the data points for that class. At the same time, the generator prevents the manifold from warping too severely to reach data points in arbitrary ways. Intuitively, this is because severely warping the manifold to reach true data points can result in the manifold stretching into the area which does not represent true images. The generator acts a pressure on the manifold to reduce this. By generating images near the manifold, the generator forces the discriminator’s manifold not to wander into areas that don’t contain real images. In this sense, the generator is a form of regularization for the discriminator, but one which is based on real-world data. At the same
time, the unlabeled data forces the manifold to reach as much of the real data distribution as possible. In doing so, the discriminator must learn enough robust and complex features to reach all the real data while not learning arbitrary overfitting features that stretch the manifold into the fake regions.

As originally formulated by Salimans et al. [21], the semi-supervised GAN’s discriminator loss function is then defined by

$$L_D = L_{supervised} + L_{unsupervised}$$  \hspace{1cm} (2.5)$$

$$L_{supervised} = -\mathbb{E}_{x, y \sim p_{labeled}} \log[D(y \mid x, y < K + 1)]$$  \hspace{1cm} (2.6)$$

$$L_{unsupervised} =$$

$$-\mathbb{E}_{x \sim p_{unlabeled}} \log[1 - D(y = K + 1 \mid x)]$$  \hspace{1cm} (2.7)$$

$$-\mathbb{E}_{x \sim p_{fake}} \log[D(y = K + 1 \mid x)].$$

As for the generator, the first option for a loss function is the straightforward one which aims to have the discriminator label the fake images as from real classes. Specifically,

$$L_G = -\mathbb{E}_{x \sim p_{fake}} \log[D(y < K + 1 \mid x)].$$  \hspace{1cm} (2.8)$$

However, Salimans et al. [21] achieved improved results by training the output activations of an intermediate layer of the discriminator have similar statistics in both the fake and real image cases. That is, the generator should attempt to make its images produce similar features in an intermediate layer (instead of final classification output) as is produced when true images are input. This can be intuitively understood as making the statistics of the
image be the same in both the fake and real cases, specifically, the feature statistics that are
used in deciding a classification. The simplest and most useful statistic to try to match is the
expected value for each feature. Formally put, if we denote \( f(x) \) as the features output by
an intermediate layer in the discriminator, then the loss function for the generator becomes

\[
L_G = \| \mathbb{E}_{x \sim p_{real}} f(x) - \mathbb{E}_{x \sim p_{fake}} f(x) \|^2. \tag{2.9}
\]

This benefits the process by preventing the generator from producing images which exactly
match those from the real training dataset. If the generator learns to produce exactly images
from the training data, the generator provides no new information not gained from the
training data itself. Instead, the feature matching goal encourages the generator to produce
images from the same image distribution, but not specifically the same images.

Since their development, semi-supervised GANs have been used to improve training
in many areas of classification, including digit classification \([27, 28, 21]\), object classification \([27, 28, 21]\), facial attribute identification \([28]\), and image segmentation (per pixel object
classification) \([29]\).

### 2.3 Alternative Semi-supervised Regression GAN

#### Methods

#### 2.3.1 Explicit label semi-supervised regression GANs

While we have defined why this is an important area to research, it has not yet been explained
why this task would require any great effort. Why can we not simply take our solution for
classification and apply it to a regression problem?

The first issue readily presents itself when examining the discriminator loss functions of a
classification semi-supervised GAN (Equations [2.5] to [2.7]). These functions call for the labels to belong to a specific class, whether it be one of the real classes or the generated fake class. Obviously, regression problems do not have classes. The discriminator desires the labeled examples to be given the correct class, the unlabeled examples to be given any existing real class, and the fake examples to be given a new fake class. For regression tasks, the labeled case is still straightforward: the discriminator is trained to minimize the error between its predictions and the true labels. The goal of the discriminator for the unlabeled examples and the fake examples is less clear. The first option would be to have the discriminator distinguish between real and fake data using the predicted regression value. Yet, which values to choose for what constitutes real data and what constitutes fake data is challenging.

In many applications, the possible real data values may be in the range $(−\infty, \infty)$, in which case, there is no option left for a fake label value. Even if we dismiss this limitation, other significant issues still arise. Most notably, using an explicit label range to constitute a fake label results in a prediction bias. For example, we can consider the case of crowd counting, where the goal is to predict the number of people in a given image. Here, the possible true values are in the range $[0, \infty)$. We might then choose to make a negative number constitute a fake label. In the case of an ideal generator, the generator would learn to produce exactly images from the real dataset. The ideal discriminator then has a dilemma. The same image may have come from the real data or the generator. In the former case, it should predict the correct count, while in the latter case, it should predict a negative number. In this situation, the discriminators best choice is to predict half the correct count of the real image. Since the overall goal of the semi-supervised GAN is to improve the predictive powers of the discriminator, this produces an undesired bias. This scenario is depicted in Figure 2.4. Of course, the generator will never perfectly produce duplicates of the real data, but a significant bias effect is still present in this model.

Although the bias is the primary issue with this model, there are yet more difficulties,
such as the need to manually select the explicit fake label range. In many cases, the exact range of the real labels is not known. Rezagholiradeh and Haidar \cite{30} presents such an explicit label GAN, which is compared against the proposed SR-GAN method in the driving steering angle experiments.

2.3.2 Dual-goal GAN for regression

Another potential alternative to the proposed method is a dual goal GAN (DG-GAN) approach. A DG-GAN outputs two labels: a regression value prediction and a fake/real classification prediction. The idea is that the network must learn both how to distinguish between real and fake examples, and how to predict the correct value for a labeled example. However, this approach also has several potential flaws. First, the method does not enforce that these two prediction goals be related. Part of the network may learn the task of identifying real/fake images, while another portion of the network learns the task of predicting regression values. A representation of this split learning is shown in Figure \ref{fig:split_learning}. If the objective of distinguishing being real and fake examples is weighted strongly enough, the network may devote larger portions of the network to the real/fake classification task, thereby reducing its effectiveness in the regression prediction.

Additionally, this approach presents a bias similar to the one encountered using the explicit label model. Specifically, two linear transformations are used from the final feature vector to produce the regression value and the real/fake classification. Although the two predictions undergo different non-linear activation functions (a linear activation for the regression value and a sigmoid activation for the real/fake classification), the values entering these activation functions are linearly dependent. The bias here is mitigated by the non-linear activation, but each feature is linked to both output values with a static weight (after training). Once again, certain regression values are considered more real than others, leading to a bias in the predicted values.
2.3.3 Binning regression into a classification task

Finally, it is possible to simply reformulate any regression task into a classification task by binning the regression values into discrete bins. In practice, this presents several significant problems. For example, to recast a regression task as a classification task, an arbitrary number of classes must be chosen, as a continuous range can be segmented into discrete bins in an arbitrary number of ways. This discretizing of the range imposes a limitation on the precision which can be achieved; Using the center value of the bin as the predicted value, the average error for any value within the bin is \( \frac{1}{4} \) the size of the bin. As the bins become larger, the greater the precision limitation of the bin.

More significantly, the relative locality of the regression values is discarded when converting to a binning classification problem. The usual softmax loss for multiclass tasks results in each incorrect class bin being considered equally as wrong. For example, we can consider a prediction of a real number in the range \((0, 100)\) which has been split into 4 discrete classes. Given a true label of 95, a prediction of the \((50, 75)\) bin would produce the same loss as a prediction of \((0, 25)\). Firstly, this results in a problematic training gradient, as any nearby bins are considered entirely wrong, and moving from a far bin to a close, but wrong, bin does not produce a lower loss. Without this training information, the network may stall in improvements. Furthermore, it encourages networks which overfit, since only the single bin improves the loss, and a solution which moves many values closer to their correct bin will be ignored for one that increases the weight of an already near correct prediction. These problems are depicted in Figure 2.6. The smaller the bins become, the more problematic this limitation becomes. Loss functions which take into account locality of bins are significantly more inefficient and impractical for use in neural network training.
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2.4 Obliquely Related Methods

Zero/one/few-shot learning methods \cite{31} and other meta/transfer learning methods \cite{32} have been rapidly developing in the last few years. These methods seek a similar end goal as the semi-supervised GAN approach: provide a network which functions well on a task with little labeled data for the task. However, the method by which they approach the problem is significantly different. Few-shot methods focus on learning a separate task from the final goal, then work to use those learned transformations on for the new task. The semi-supervised GAN approaches only includes data from the desired task but takes advantage of learning from unlabeled data.

These two approaches are complementary rather than competing approaches. Zhang et al. \cite{33} uses a semi-supervised GAN on top of a few-shot method to demonstrate further improvements. In particular, Zhang et al. \cite{33} shows that this approach generalizes to most few-shot models. Beyond the complementary nature, few-shot approaches are even newer than semi-supervised GANs, are (currently) typically applied to simpler applications than semi-supervised GANs, though this may change in the near future.

Similar to the case of semi-supervised GANs, these few-shot approaches are almost exclusively applied to classification rather than regression tasks. Given all these factors, few-shot learning and meta-learning approaches are not relevant enough to the method proposed here to be included in this work.

Another distinct category of related work is that of regression in conditional GANs. Conditional GANs are a type of GAN designed to produce realistic examples which have specific desired properties in the example. Bazrafkan and Corcoran \cite{34} provides an approach to generate images with specific characteristics in a conditional GAN. In particular, they use a regressor in parallel with the discriminator network to provide more variation in the generated examples. These works are attempting to produce realistic-looking generated
examples. The product is not a predictive network for real examples.

In contrast, our approach is designed to improve the predictive capabilities of the discriminator on real examples. Notably, we do not expect our generator to produce realistic-looking examples. On the contrary, we expect the examples generated will not look realistic. As noted by Salimans et al. [21], the use of feature matching (which is also used in our work) improves the discriminator’s predictive accuracy while reducing the realism of the generated examples. We expect our feature contrasting approach further erodes the realism. Furthermore, works such as Dai et al. [35] show how a generator which produces examples that are too realistic may be less advantageous for improving a discriminator’s predictive abilities.
Figure 2.3: The structure of a semi-supervised GAN. Both labeled and unlabeled real images, as well as fake images, are fed to a discriminator network, which tries to determine which class each image belongs to (K real classes and one fake class). The discriminator wishes to label images from the generator as belonging to a special "fake" class.
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Figure 2.4: A prediction bias is introduced when using an explicit fake label range for regression values. In crowd counting, true values are in the range $[0, \infty)$, so negative values may represent the fake label. However, if a generator can produce images which exactly match the real image distribution, the best prediction the discriminator can pick is half the value. Here, an image containing 100 people could be either from the real data or the hypothetical perfectly trained generator. In this case, the discriminator’s best prediction is 50. This results in an extreme prediction bias, and does not improve the predictive capabilities of the discriminator for crowd counting.

Figure 2.5: A DG-GAN network splitting the network into solving the two objectives independently, rather than using a shared representation. The dashed lines represent connections which exist but have very low weights. The degree of this division of learning can vary.
Figure 2.6: Reframing a regression problem as a classification task by binning regression values has two major limitations. First, the bin size limits the precision of the prediction. This problem becomes more significant as the larger the bins become. Second, applicable loss functions do not consider the locality of the bins. This results in several significant training limitations. This problem becomes more severe as the smaller the bins become.
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Motivation of SR-GANs

3.1 Benefits of SR-GANs

The main advantage of the SR-GAN is the reduction of data for training a network. However, this manifests itself in three important ways: 1) Networks can be trained in cases where not much data is available, or large amounts of effort are required to annotate data. 2) Training can be easily generalized to new situations, as little or no new annotated data is needed from that specific situation to train the network to it. 3) Models for existing datasets can be trained to higher accuracies with the SR-GAN than would be possible with the traditional network alone.

3.1.1 Training with minimal data

In the case of the MNIST handwritten digits dataset [36], Salimans et al. [21] found that 99% accuracy could be achieved with only 100 training images using semi-supervised GANs, wherewith a standard CNN it would take around 10,000 to achieve the same level of accuracy. This reduction of data requirements is one of the primary reasons we wish to expand on this
work.

Most current deep learning implementations are limited only by a lack of data or lack of time or computing resources to train the networks. That is, for most well-defined problems, if we were provided a virtually limitless supply of data and time, the existing neural network formulations could solve the problem. However, in most cases data is limited, often severely so. The SR-GAN works to expand these capabilities to regression tasks. Expanding the range of problems a semi-supervised GAN can apply to allows a way to solve the issue of limited data in more applications, and this is the primary benefit of the SR-GAN.

3.1.2 Generalizability of SR-GANs to new situations

Another reason semi-supervised GANs are compelling is one that arises implicitly from needing less data. Specifically, it presents networks which are able to generate new examples and compares them against its own predictions. That is, being able to abstract new instances from the idea of an example rather than merely trying to learn a simple representation to fit every example in the training dataset. This process of generating new versions of the thing being learned, and comparing them against real examples to look for inconsistencies forces the GAN to learn more robust and complete representations. Although perhaps speculative, this may be leading neural networks closer toward how human brains are able to learn ideas with fewer examples.

3.1.3 Increasing accuracy with existing dataset quantities

Ideally, for training deep neural networks, the network would have access to an unlimited supply of annotated data. Of course, producing such data is impractical or impossible. Instead, if a network cannot be designed which can reach the level of accuracy the developer requires, then more data is typically annotated. Once the required accuracy is reached, often,
there is not much incentive for the developer to annotate more data. However, if more data would allow the network (or a more powerful network) to perform the task even better than we expect the SR-GAN would help improve the results with the current level of data.

On the other hand, we expect a limitation to the benefit of the SR-GAN. In the best case, as the quantity of annotated data approaches infinity, we should expect that the SR-GAN would provide no benefit, as labeled data can always provide more information than unlabeled data used in a clever way. Furthermore, we can expect that, if imperfectly designed, the SR-GAN would actually be a deterrent to accuracy when the amount of annotated data approaches infinity. This is because the SR-GAN encourages the network to minimize a loss which is not directly being trained for. If there is unlimited annotated data, training only for the primary task should yield the best possible results, and the SR-GAN introducing a new goal can at best do nothing, but may also encourage the network to move away from the ideal network. If there is no chance the quantity of data available would lead to this, then this isn’t an issue. However, if we want to make the SR-GAN generalized to work in every case, even cases where extremely large quantities of the labeled data is available, this issue needs to be taken into account. Luckily, the real-world experiments presented in this work did not encounter this issue. This suggests that the detriment of using the SR-GAN in problems with large amounts of labeled data is negligible.

3.1.4 Improved understanding of GANs

While the above generally explains why it is interesting to investigate GANs and semi-supervised GANs in more detail, there are also specific reasons for semi-supervised GANs for regression problems.

Firstly, there are countless problems which require the use of a regression method to be solved. The crowd analysis case described in this work is one such example. Beyond the methods described in Section 2.3, the solutions for classification problems currently handled
by semi-supervised GANs only work for classification. In Chapter 4, it is shown how the SR-GAN avoids the problems and limitations of the methods from Section 2.3.

More importantly, semi-supervised GANs for regression are interesting because regression is more general than classification. Specifically, classification is a subset of regression. In particular, any classification problem can be framed as a regression problem. The typical formulation of a neural network is to output a continuous number as a "score" for each class, and simply choose the highest score to be the predicted class. The SR-GAN methods can be applied directly to this output, or the following loss function (typically from a softmax) without any issues. This is not true of converting from regression to classification, as described in Section 2.3.3. Classification can be considered a subset of regression problems, and any of the solutions used for general regression can be applied to classification. As such, this work helps expand the overall application and understanding of semi-supervised GANs.

3.2 Problems and Proposed Solutions

While we have defined why this is an important area to research, a complete reasoning of why this is a challenging task needs to be expounded.

3.2.1 Reformulating GANs for regression

The first major issues have already described in the limitations of alternative semi-supervised regression GAN models in Section 2.3. Namely, how to formulate the mathematics of the semi-supervised regression GAN so as not to introduce biases or other training issues. Converting the problem to a binned classification problem leads to both precision and limited training issues. An explicit fake label method leads to significant prediction bias. The DG-GAN method leads to split goal network training and additional biases. So the first issue to solve is in developing a mathematical formulation of the SR-GAN which does not introduce these
problems or others. Such a formulation is provided in Chapter 4.

### 3.2.2 Training stabilization

A major challenge in training any type of GAN (not exclusively an SR-GAN), is building the network cost that reliably converges \[37\]. Particularly in the case of the proposed SR-GAN method (see Chapter 4), the possible choices of loss functions present several ways where the training between the discriminator and the generator could oscillate or otherwise fail to converge.

Several methods have been suggested as to how to stabilize GAN training for the case of classification. Throughout this work, we use a gradient penalty method \[37\] to dampen and converge generator/discriminator oscillation. However, this dampening is only applicable if the model is only failing to converge due to training oscillation. If the semi-supervised loss functions are inherently unstable, no amount of dampening would resolve the problem. While there are countless choices of unstable loss function combinations, choosing a stable set is relatively simple once the details are understood. Furthermore, the experiments in Chapter 5 demonstrate that the choice of loss functions is relatively unimportant to the resulting accuracy, so long as a stable set of loss functions is chosen.

### 3.2.3 Developing generally applicable hyperparameters

While the accuracy of neural networks is arguably the most crucial reason they are so widely used today, another highly important reason is their generalizability. Within computer vision, well-known networks such as AlexNet \[22\] and VGGNet \[38\] have been used for countless specific applications with little or no change to the existing network structure. Much of the success of neural networks stems from their ability to require little change to function in a new setting. Earlier networks often had difficulty converging or would take too long to train
to be useful. Advances, such as the replacement of stochastic gradient descent optimizers with more complex optimizers like the Adam optimizer [39], have allowed neural networks to provide a working solution with far less application-specific hyperparameters.

In a similar fashion, the SR-GAN requiring many handcrafted hyperparameters for a single application is not desirable. We wish to obtain a model which will function over a wide range of scenarios with little or no change to the main SR-GAN algorithm or hyperparameters. In particular, how to weigh the relative values of the various supervised and unsupervised optimizations initially seems to be a daunting task. However, in Chapter 5 it is demonstrated that the choice of weighting the various components is quite forgiving, so long as a few generalizable guidelines are followed.
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SR-GAN Methodology

4.1 SR-GAN Formulation Using Feature Contrasting

The semi-supervised regression GAN (SR-GAN) approaches regression estimation by comparing the types of available data (labeled, unlabeled, and fake) as probability distributions rather than individual examples. In this method, the discriminator does not attempt to predict a label for the unlabeled data or fake data. Instead, the statistics of the features within the network for each type of data are compared. Here is the fundamental idea: We have the discriminator seek to make the unlabeled examples have a similar feature distribution as the labeled examples. The discriminator also works to have fake examples have a feature distribution as different from the labeled examples distribution as possible. This forces the discriminator to see both the labeled and unlabeled examples as coming from the same distribution, and fake data as coming from a different distribution. In this way, it learns to distinguish between the different distributions of the examples rather than distinguish individual examples as real or fake. The generator, on the other hand, will be trained to produce examples which match the unlabeled example distribution, and because of this, the
generator and discriminator have opposing goals. How a label is assigned to an example drawn from that distribution is still decided based on the labeled examples (as it is in ordinary DNN/CNN training), but the fact that the unlabeled examples must lie on the true example distribution manifold forces the discriminator to more closely conform to the true underlying data generating distribution. At the same time, avoiding the fake distribution prevents the discriminator from stretching the prediction manifold away from the true data distribution.

### 4.1.1 SR-GAN optimization

The SR-GAN structure is shown in Figure 4.1 with the age estimation application depicted as an example. The method for matching the features of two types of data was initially proposed in Salimans et al. [21]. Salimans et al. [21] used the method to train the generator to avoid generator mode collapse. We also use the feature matching to train the generator to match the fake and unlabeled data. However, we also extend the feature matching to the case of training the discriminator to match the two real data distributions (labeled and unlabeled). In the case of training the discriminator to distinguish between the unlabeled distribution and fake distribution, we propose a novel approach, feature contrasting, which is antithetical to feature matching. In this case, the discriminator attempts to make the features of the real and fake data as dissimilar as possible, while the generator is attempting to make these features as similar as possible.

Specifically, the loss functions as defined for the semi-supervised GAN for classification (Equations (2.5) to (2.7)) are entirely reformulated in the case of regression. First, we separate the loss of the discriminator into several terms for clarity. This is given by

\[
L_D = L_{\text{supervised}} + L_{\text{unsupervised}} = L_{\text{labeled}} + L_{\text{matching}} + L_{\text{contrasting}}.
\] (4.1)
What we refer to as the "labeled loss", is given by

\[ L_{\text{labeled}} = \mathbb{E}_{x,y \sim p_{\text{data}}(x,y)}[(D(x) - y)^2]. \] (4.2)

This loss is similar to an ordinary fully supervised loss (for regression training). Next, the "matching loss" causes the discriminator to attempt to make the feature statistics of the real labeled data and the real unlabeled data be as similar as possible. This matching loss is given by

\[ L_{\text{matching}} = \| \mathbb{E}_{x \sim p_{\text{labeled}}} f(x) - \mathbb{E}_{x \sim p_{\text{unlabeled}}} f(x) \|^2. \] (4.3)

In contrast, the "contrasting loss" causes the discriminator to attempt to make the feature statistics of the real data as dissimilar to the fake data as possible. With \( f(x) \) being a feature vector within the network given input \( x \), this feature contrasting is accomplished with the loss function given by

\[ L_{\text{contrasting}} = -\| \log (| \mathbb{E}_{x \sim p_{\text{fake}}} f(x) - \mathbb{E}_{x \sim p_{\text{unlabeled}}} f(x) | + 1) \|_1. \] (4.4)

Finally, the generator attempts to make the feature statistics of the real data match those of the fake data. This goal is accomplished by the generator loss given by

\[ L_{G} = \| \mathbb{E}_{x \sim p_{\text{fake}}} f(x) - \mathbb{E}_{x \sim p_{\text{unlabeled}}} f(x) \|^2. \] (4.5)

Here, \( L_{\text{matching}} \) and \( L_{G} \) are identical except in which data distributions are being compared. Additionally, the feature contrasting in Equation 4.4 is in direct opposition to the feature matching in Equation 4.5. Notably, there is no possibility for the generator and discriminator to both benefit by a change in one of the features; A decreased loss for one necessarily results an increased loss for the other (for the change in an individual feature difference). A comparison
of a change in the loss from a single feature can be seen in Figure 4.2. The specific details of
the functions used to measure the distance between the two distributions can vary, and the
choice of these loss functions are discussed in more detail in Chapter 5.

Notably, the matching and contrasting functions for the two distributions need to provide
conflicting goals for any given feature difference to prevent the discriminator and generator
from converging. Additionally, it is important to note that the derivative of the loss function
is the value which the neural network is actually trained on. The contrasting function cannot
simply be the negative of the matching function. Where the matching function has little slope
near zero, the contrasting function should have the largest slope near zero. Intuitively, the
largest desire to create an increased contrast occurs when the distributions to be contrasted
are exactly matching. For matching, the further the two distributions are apart, the greater
the need to make them match. If the contrasting slope were to increase (rather than decrease)
further from zero, there is the potential for a runaway training gradient.

To summarize, the SR-GAN uses feature matching for the discriminator loss functions
where in previous methods a separate "fake" class is defined. Specifically this can be seen
in the change from the unsupervised loss in Equation 2.7 (which uses a "fake" class in
the discriminator) to Equations 4.3 and 4.4 (which uses feature layer statistics). This
accomplishes several goals:

1. Regression problems have no classes, and the previous methods require a "fake" class
definition, and the SR-GAN approach allows regression problems to be approached.

2. The feature statistics comparison does not introduce any bias in the discriminator label
prediction, as the final label output is not used in the unsupervised loss.

3. The feature statistics comparison uses every feature of a layer in its comparison.

4. The approach requires no prior information about the data and requires no manual
definition of goals beyond the original loss function for labeled examples.
Notably, the above points solve the issues with the alternative models in Section 2.3. Firstly, no arbitrary binning is required, with the training goal is the original regression goal.

Next, the final output label is not used as part of the unsupervised loss. In particular, a change in the labeled, unlabeled, and fake distributions does not require a change in the output regression values; statistically different feature vectors can produce the same regression value, resulting in optimization option which does not introduce a bias in the regression prediction.

Where the DG-GAN can split the model into achieving two separate goals, the SR-GAN cannot. Unlike in the DG-GAN, every value in the SR-GAN’s feature vector is included in distinguishing between real and fake distributions; since there is no benefit to splitting the model, all values are used in the regression prediction. This is depicted in Figure 4.3.

Finally, both the explicit fake label GAN and the binning classification GAN require manually setting hyperparameters, requiring expert domain knowledge. The SR-GAN requires no such information and automatically distinguishes between distributions.

4.1.2 Gradient penalty

An additional challenge preventing the use of an SR-GAN is the difficulty of designing an objective which reliably and consistently converges. GANs can easily fail to converge under various circumstances Barnett. To solve these general GAN instability issues, we use the gradient penalty approach proposed by Arjovsky, Chintala, and Bottou and Gulrajani et al.

The gradient penalty as defined by Gulrajani et al. is not applicable to our situation, because their gradient penalty is based on the final output of the discriminator. As the final output of the discriminator is not used in producing the gradient to the generator, we use a modified form of the gradient penalty. This gradient penalty term is added to the rest of the
loss function resulting in

\[ L = L_{labeled} + L_{matching} + L_{contrasting} \]

\[ + \lambda \mathbb{E}_{x \sim p_{interpolate}} \left[ \max \left( \left( \| \nabla_{\hat{x}}(f(x)) \|^2_2 - 1 \right), 0 \right) \right]. \] (4.6)

where \( p_{interpolate} \) examples are generated by \( \alpha p_{unlabeled} + (1 - \alpha)p_{fake} \) for \( \alpha \sim \mathcal{U} \), and \( \lambda \) being a manually chosen scalar. The last term provides a restriction on how quickly the discriminator can change relative to the generator’s output. Our version of the gradient penalty term is modified in multiple ways from the original. First, as noted above, the final discriminator output cannot be used, nor should it, as the discriminator’s interpretation of the generated data only matter in regard to the feature vector, \( f(x) \). Second, the gradient penalty is normally applied to a term similar to the \( L_{contrasting} \) term using the interpolated values, as this value is related to how the discriminator views the generator’s data. However, our \( L_{contrasting} \) is based on the average of a batch of fake examples whose difference is then taken from a batch of real examples. As both the \( L_{contrasting} \) term and interpolates are calculated based on the real data, the resulting gradient penalty is negligible. Instead, we apply the gradient penalty directly to the mean feature vector of a batch of interpolated examples and do not apply the feature distance loss function compared to the mean real feature vector. As this penalizes the gradient even for mean feature vectors far from the mean real feature vector, it may slow training. However, near the real feature vector, it approximates the original gradient penalty formulation and works well in practice. Lastly, we use the one-sided version of the gradient penalty described by Gulrajani et al. \[37\]. As mentioned in their work, the one-sided penalty more closely matches the desired discriminator training properties, and we found this approach to produce higher accuracies than the two-sided penalty.
4.2 SR-GAN Experiments

To demonstrate the capabilities of the semi-supervised regression GANs, we use two experimental regimes, each of which consists of several individual trials and demonstrations.

The first experimental regime is of a synthesized dataset problem. This allows us to demonstrate the details of the theory behind a semi-supervised regression GAN in a well-controlled and understood environment. The dataset consists of values taken from randomly generate polynomials. The goal of the network is to predict the original polynomial coefficients based on the sampled data. This data generating distribution is explained in detail in Chapter 5. Using this simple problem, we can show how the semi-supervised regression GAN works in detail, what variations can influence its capabilities, and what its limitations are.

The second experimental regime consists of real-world applications with specific use cases. Three applications, driving steering angle prediction, age estimation and crowd analysis, have been chosen for this purpose. The simplest variant of the crowd analysis case is taking a single image and estimate how many people are in the image. Similarly, the steering angle and age estimation cases result in a single predicted value and are all determined from single images. However, there are more complicated areas we wish to deal with in regard to the crowd counting case, specific, per pixel density labels, and analysis of grouping within areas of the image. Of particular value, having the real-world applications gives meaning to the differences in accuracy between the SR-GAN method, the base DNN method, and the alternative GANs we are examining, and allows for comparisons in the future. Finally, the real-world case provides an area we can show direct improvements in compared to the state-of-the-art of that field.
4.2.1 Loss function and stability analysis on synthetic data

Of the challenges preventing the use of an SR-GAN, the greatest is undoubtedly the difficulty of designing an objective which reliably and consistently converges. GANs can easily come to a point where they fail to converge. To converge, the GAN must reach a Nash equilibrium. Unfortunately, optimization loops can occur in many places. For example, if we consider the simple cost functions for the discriminator and the generator as

\[
L_D = xy \quad \text{and} \quad L_G = -xy
\] (4.7)

with the discriminator training \(x\) and the generator training \(y\), we immediately see a cyclic pattern for any starting position besides \((0, 0)\), which is the desired Nash equilibrium point. It is important to note in this example, simply lowering the learning rate would not result in a converging system. In the high dimensional case of real-world applications, many optimization loops of this sort can occur.

We propose two primary methods to produce this stable training. The first is a selection of loss functions that results in stable training. Specifically, the discriminator’s loss function can be built in such a way that, if we assume a perfectly trained generator, the discriminator should still approach the optimal solution. The second solution is using optimization penalties designed for specific problems. This includes weight clipping [21] and gradient penalties [37].

Using this, we can consider the case of the SR-GAN model. Here, the discriminator is trying to minimize the feature distance between the unlabeled and the labeled data, which is defined by the loss given by

\[
L_{\text{matching}} = \| \mathbb{E}_{x \sim p_{\text{labeled}}} f(x) - \mathbb{E}_{x \sim p_{\text{unlabeled}}} f(x) \|_2.
\] (4.8)

At the same the time discriminator is trying to maximize the feature distance between the
fake labels and the unlabeled data, which is defined by the loss given by

$$L_{contrasting} = -\|\mathbb{E}_{x \sim p_{fake}} f(x) - \mathbb{E}_{x \sim p_{unlabeled}} f(x)\|_2.$$ (4.9)

Using this setup, if the generator is able to exactly mimic the unlabeled data features, then the discriminator will no longer be able to use the unlabeled data usefully, as the gradients from these two losses would cancel out. Worse still, if $L_{matching}$ produces a small gradient on a weight (perhaps most unlabeled examples show the weight should increase, while a few suggest it should decrease) while $L_{contrasting}$ produces a large gradient on a weight (perhaps all fake examples suggest that the weight should decrease), then the training pressure from the contrasting loss will override the matching loss. There are several ways to remedy this, but the most straightforward is scaling $L_{matching}$ by some factor.

A related issue is that of an infinite payoff to the discriminator for avoiding the generator’s examples. As the training is iterative, if the payoff for changing a weight to decrease $L_{contrasting}$ during a single training step is much greater than that to decrease $L_{matching}$ (and perhaps $L_{labeled}$), then the discriminator may altogether avoid solving the main problem in favor of foiling the generator. A straightforward approach to solving this issue is to use higher-order losses on the $L_{matching}$ than on $L_{contrasting}$. This prevents the discriminator from straying too far from solving the primary problem, but results in a loss which becomes very small near an optimal solution for $L_{matching}$ (and this then, in turn, exacerbates the first problem mentioned).

Although solving the two problems above is paramount to a working SR-GAN, neither addresses the more general GAN instability issues explained with the simple Nash equilibrium described at the start of this section. That problem results from the possibility of improvement cycles between the generator and the discriminator. To solve these more general GAN instability issues, we use the approaches given by Salimans et al. [21] and Gulrajani et al.
However, as the SR-GAN feature matching and contrasting method results in many extra ways in which improvement cycles can manifest themselves, extra effort must be made to prevent these. In Section 5.2 we examine various potential loss functions, finding that the SR-GAN is intrinsically robust, and converges to similar accuracies regardless of the loss functions chosen (so long as they are inherently stable loss functions).

### 4.2.2 Hyperparameter generalization on synthetic data

The motivation for general hyperparameters has already been explained in Section 3.2.3. Here, we describe the approach for designing such generalized hyperparameters.

The first and most naive solution would be to develop a working SR-GAN for a simple application and trying to apply it to a new application with the same hyperparameters. Unfortunately, this typically leads to a choice of hyperparameters which work well for the individual problem but does not generalize well.

The second option is defining an SR-GAN that works over a wide range of situations. In large part, this ties back into the stability discussed in Section 4.2.1. An SR-GAN model which converges stably and reliably is more likely to work when applied to a new application. Of course, a model which results in a reliable stability does not guarantee high accuracy.

In particular, the primary hyperparameters required by the SR-GAN are those which dictate the relative weights of the various loss functions. Luckily, the results in Section 5.2 demonstrate that the SR-GAN is quite robust to changes in these hyperparameters. Though a few general guidelines about these weights must be followed, the exact specifications can widely vary, with the resulting model obtaining similar levels of accuracy.
4.2.3 Minimal data training on age estimation, steering angle prediction and crowd datasets

This next set of experiments show the primary purpose of the SR-GAN on three real-world applications: steering angle prediction, age estimation, and crowd analysis. Here we test how little data is needed to achieve different levels of prediction accuracy for age estimation, steering angle prediction, and crowd density prediction. Within this set of experiments, two types of comparisons are made.

First, for the age estimation dataset, experiments were performed using the same amount of data using a standard DNN/CNN as compared to the SR-GAN. The amount of labeled data used vary from few training examples up to near the entire available training dataset. Many intermediate values are considered using logarithmically increasing quantities of labeled data (e.g., 1, 3, 10, 30, etc. examples). This set of experiments gives a sense of how much of an accuracy improvement the SR-GAN over DNN/CNN provides for a given amount of labeled data. These experiments are found in Chapter 6.

For automotive driving steering angle prediction, the SR-GAN model is compared against both a CNN model and the DG-GAN model. In particular, Rezagholiradeh and Haidar [30] designed two versions of the DG-GAN. While their DG-GAN model is limited only to the case of steering angle prediction, it provides a useful comparison to one of the few existing methods for GANs on regression tasks. Various quantities of labeled data training data are tested with each method. This is done in Chapter 7.

The third set of experiments focuses on the complex problem of dense crowd counting, where we use state-of-the-art models in the field as the discriminator network for the SR-GAN. Here we examine the relative amounts of data required to achieve various levels of accuracy on this open problem. This work can be found in Chapter 8.
4.2.4 Crowd labeling: additional means for improving the performance

For the dense crowd counting application, additional developments were made in improving the labeling used by the field. The SR-GAN allows for learning from unlabeled data by using the limited labeled data statistics; however, its development also revealed flaws in the existing labeling schemes used for dense crowd counting. The development of a new label topology and upsampling technique have been demonstrated to improve crowd counting results. In particular, the existing accepted labeling topology is a Gaussian-based density map (see Section 9.2). This work shows that an inverse $k$-NN scheme produces better results, and why this labeling topology provides the network with more effective training gradients. The upsampling technique presented here allows full use of this topology by providing the use of full-resolution labels. Both of these methods should be applicable to other multitarget regression tasks; however, this is not demonstrated in this work.

This labeling topology was designed, in part, to improve the capabilities of the SR-GAN in the crowd counting application. In particular, with the SR-GAN’s ability to learn from unlabeled data being dependent on the statistics of the labeled data, the most significant benefits from the SR-GAN come from using the best available labels, in the case of dense crowd counting, the inverse $k$-NN map. However, additional training issues arose in the case of the SR-GAN for multi-goal dense crowd counting. Some more details are discussed in Section 9.5, but this issue is still open and should be pursued in future research.
Figure 4.1: The structure of an SR-GAN. Its structure is similar to the semi-supervised GAN, with the major differences being in the objective functions and the output being a regression value. In this network, the discriminator distinguishes between fake and real images through feature statistics. No explicit real or fake label is assigned.
Figure 4.2: A comparison of the losses used for feature matching and feature contrasting, used in $L_G$ and $L_{matching}$ respectively. The losses have been normalized for comparison. Shown in the change in loss due to a single feature (due to the norms used in the functions, multiple features changing together have a slightly different impact). Of particular note, a decreased loss for one necessarily results in an increased loss for the other.

Figure 4.3: A SR-GAN network forces all features to be used in the distribution comparison, preventing the network splitting which can occur in the DG-GAN model (see Figure 2.5).
Chapter 5

Understanding the Behaviors of SR-GANs Through Polynomial Coefficient Prediction

The first experimental setup consists of a simple, well-controlled mathematical model, whose problem can be easily solved with simple neural networks when given enough examples. The example chosen is a polynomial coefficient estimation problem. This problem allows for an environment in which many properties of the semi-supervised regression GAN can be shown and its limits tested. In particular, the simple environment allows us to not only demonstrate the properties of the semi-supervised regression GAN but also give a clear theoretic understanding of why the network exhibits these behaviors. Four important aspects are discussed: 1) the dataset; 2) the experiment setup; 3) estimation with minimal data; 4) loss function analysis.
5.1 Polynomial Coefficient Estimation Overview

5.1.1 Polynomial coefficient estimation dataset

For the data of the synthesized application to appropriately represent the characteristics of a real regression application, we seek to create a data generating model that exhibits the following properties.

1. Able to produce any desired number of examples.

2. The distribution of the underlying data properties is selectable.

3. The relation between the raw data and the label is abstract, where the label is a regression value instead of one of a finite number of classes.

4. Able to contain latent properties that affect the relationship between the data and the labels.

5. Most of the data can be made to be irrelevant to the label.

Property 1 allows us to run any number of trials on new data, and run trials where data is unlimited. Property 2 reveals the inner workings of the data distribution. This is important, as we can monitor how closely the generator’s examples match the real distribution and examine what kinds of distributions lead to limitations or advantages of the GAN model. Property 3 ensures the findings on the toy model are relevant to real deep learning applications for regression. That is, deep learning is typically used in cases where input data is complex, and an abstract, high-level meaning of that data is desired. When the relationship between the data and the label (the regression value) is too simple, more traditional prediction methods tend to be used. Property 4 is also important because of its relationship to real applications. Most applications involve cases where a property which is not the value to be predicted
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directly affects the data related to value to be predicted. For example, in the case of age estimation, whether the image of the face is lit from the front or lit from the side drastically changes the data and what the CNN should be searching for, even though it has no direct impact on the age of the individual in the light. Finally, Property 5 requires that our model is able to filter which pieces of information are important and which are not. Again, in the case of age estimation, whether the background behind the person is outdoors or indoors should have little or no impact on the prediction of their age. In many, if not most, cases of deep learning applications, the majority of the input data has little to no relevance for the task at hand. The network must learn which information should be relied on and which data should be ignored.

This work uses the following design to produce a synthesized data generating distribution. First, we define a polynomial,

\[ y = a_4 x^4 + a_3 x^3 + a_2 x^2 + a_1 x. \]  

We set \( a_1 = 1 \). With \( \mathcal{U}(r_0, r_1) \) representing a uniform distribution over the range from \( r_0 \) to \( r_1 \), \( a_3 \) is randomly chosen from \( \mathcal{U}(-1, 1) \). \( a_2 \) and \( a_4 \) are randomly chosen from \( b \cdot \mathcal{U}(-2, -1) + (1 - b) \cdot \mathcal{U}(1, 2) \) with \( b \) being randomly chosen from a standard binomial distribution. Then we sample \( y \) at 10 locations on the \( x \)-axis from linear space from \(-1\) to \(1\). An example of such a polynomial and the observed points are shown in Figure 5.1. This one polynomial and the observed points constitutes a single example in our dataset. We choose the desired label of the task to be the \( a_3 \) value for each polynomial. That is, our network, when given the 10 observations, should be able to predict \( a_3 \).

We can compare the pieces of this data generating distribution to the standard image regression problem (think of age estimation from images) to better understand what parts of the toy model represent which parts in a real application model. The 10 observed values
from the toy model are analogous to the pixel values in image regression. $a_3$ is equivalent to the object label (e.g. age value). Given the restrictions on how the coefficients are chosen, the set of all polynomials obtainable from Equation (5.1) is the underlying data generating distribution in the synthesized data case, which can correspond to the views of the real-world projections to an image plane in the regression case of age estimation.

This model fulfills all but the last property defined above. To satisfy Property 5, we make every example in the dataset consist of 5 different polynomials each chosen and sampled from as previously explained. However, for this single example (consisting of 5 polynomials) only the $a_3$ coefficient of the first example is the label. Thus, each example consists of 50 observations, only 10 of which are related to the label. Lastly, we apply noise to every observation.

### 5.1.2 Coefficient estimation experimental setup

In the coefficient estimation experiments, both the discriminator and generator each consisted of a 4 layer fully connected neural network. Each layer contained 10 hidden units. All
Figure 5.2: The resultant inference accuracy of the coefficient estimation network trained with and without the SR-GAN for various quantities of labeled data.

Figure 5.3: The relative error of the GAN model over CNN model for various quantities of labeled data for the coefficient model.
code and hyperparameters can be found at https://github.com/golmschenk/srgan. The training dataset for each experiment was randomly chosen. The seed for the random number generator is set to 0 for the first experiment, 1 for the second, and so on. The same seeds are used for each set of experiments. That is, the SR-GAN compared with the DNN use the same training data for each individual trial. Additionally, for experiments over a changing hyperparameter, the same seeds are used for each hyperparameter value.

In these experiments, we demonstrate the value of the SR-GAN on polynomial coefficient estimation. Using a simple fully connected neural network architecture, we have tested the DG-GAN and SR-GAN methods compared to a plain DNN on various quantities of data from the generation process described above. The results of these experiments can be seen in Figure 5.2. In each of these experiments, an unlabeled dataset of 50,000 examples was used, while various quantities (from 50 to 10,000) of labeled data were used. Each point on the plots is the average of three training runs randomly seeded to contain different training and test sets on each experiment. The relative error between the DNN and the GAN methods can be seen in Figure 5.3. We see a significant accuracy improvement in lower labeled data cases for the GAN methods. The SR-GAN error is 68% of what the DNN error is at with 50 labeled examples. With 50 examples, the DG-GAN also has a significant advantage with 75% the error the DNN has. However, the DG-GAN quickly loses its advantage over the DNN as the data size increases. As the amount of labeled data becomes very large, SR-GAN does not perform better than the DNN. This diminishing return is expected, as we can consider the case of infinite labeled data, where unlabeled data could then provide no additional useful information. We note that for the simple problem of coefficient estimation, 10,000 examples is a very large dataset for training. In each of the real-world applications we tested our SR-GAN method in, we did not see a detriment in using the SR-GAN with larger numbers of labeled examples.
5.2 Loss Function Analysis

5.2.1 Overview

Using the polynomial dataset experimental setup, a series of trials were run with various loss functions to determine the optimal functions to be used by the SR-GAN. The influence of the choice of loss functions and the influence of the weight of each type of loss was analyzed. The simplified key findings of this section are

1. The SR-GAN is robust to the choice of matching and contrasting loss functions, with varying functions resulting in an only minor impact on the predictive accuracy.

2. An abundance of weight on the matching loss relative to the contrasting loss results in overfitting. An abundance of weight on the contrasting loss relative to the matching loss causes longer training times but results in comparable accuracy to ideal training values. Therefore, it would seem best to error on the side of extra contrasting loss.

For the purpose of this discussion, the feature distance vector is given by

\[ d_f = \left| \mathbb{E}_{x \sim p_1} f(x) - \mathbb{E}_{x \sim p_2} f(x) \right| \]  \hspace{1cm} (5.2)

where \( p_1 \) and \( p_2 \) are the appropriate labeled, unlabeled, or fake data distributions depending on if the \( d_f \) is being used in the \( L_{\text{matching}} \), \( L_{\text{contrasting}} \), or \( L_G \) terms as given in Equations (4.3) to (4.5). With this, trials with three feature contrasting and three feature matching loss functions were performed. Every permutation of these loss functions was tested. First, a description of each loss function and why it was considered is given. Each loss function is given a shorthand notation to be used in the remainder of the discussion. It should be noted that matching functions have previously been used in GANs by other works, while contrasting functions are a novel concept designed for the SR-GAN specifically. The matching functions
are used both by the discriminator in $L_{\text{matching}}$ (matching the labeled image statistics to the unlabeled image statistics) and by the generator in $L_G$ (matching the fake image statistics to the unlabeled statistics). The contrasting functions are only used by the discriminator in $L_{\text{contrasting}}$ (contrasting the unlabeled images from the fake images).

### 5.2.2 Matching and contrasting functions

The first matching loss function is given by

$$f_{\text{square}} = \|d_f\|_2^2. \quad (5.3)$$

This matching function corresponds to the matching function used by Salimans et al. [21]. It represents the Euclidean squared distance between the two mean feature vectors in feature space. Both its intuitive meaning and its usage in existing works justifies the value of experimenting with this function.

The second matching loss function is given by

$$f_{\text{abs}} = \|d_f\|_1. \quad (5.4)$$

Compared to $f_{\text{square}}$, this matching function allows for an individual feature to differ by a greater degree if multiple other features can be made more similar. In this case, the similarity of any feature is weighted equally rather than the feature with the greatest dissimilarity. This may reduce the impact of outlier features.

The third matching loss function is given by

$$f_{\text{norm}} = \|d_f\|_2. \quad (5.5)$$

This is similar to $f_{\text{square}}$ except the norm is not squared, and so the loss is on the raw
Euclidean distance of the feature vectors. This distance may reduce the impact of outlier distance vectors. Note, the distance vector comes from comparison the unlabeled data to the labeled data (or fake data), so the ”outlier” in this case is a batch of images.

Next, we have the contrasting functions. The first contrasting function is given by

\[ f_{-abs} = -\|d_f\|_1. \] (5.6)

There are two reasons this contrasting function is chosen. The first, and more obvious, reason is that it is simply the negated form of the matching function \( f_{abs} \), providing it with direct adversarial loss. Here the goal is of the cost function is to make the two vectors as dissimilar as possible. The second reason, can be seen when comparing \( f_{-abs} \) to the matching function \( f_{norm} \). The naive counterpart to \( f_{norm} \) would be the negated \( f_{norm} \). However, this creates a contrasting function which places the most emphasis on the features which are already the most dissimilar. This quickly leads to the discriminator only focusing on a single feature’s difference (the feature which already has the largest difference between the fake and unlabeled data). The discriminator then virtually ignores all other features (which the generator can then match its fake data closely to the unlabeled data in). In comparison, \( f_{-abs} \) will try to increase the difference of any feature. This provides a balanced adversarial goal to the matching \( f_{norm} \) function, as the matching will try to reduce the largest difference, while the contrasting will increase any value it can. As the matching will focus on the largest difference, the generator will increase the difference of all other features until they reach the same difference as the largest, at which point the discriminator will divert effort toward that feature as well. All feature differences will then be expanded equally, and an equilibrium between the feature differences is held.
The second feature contrasting function is given by

\[ f_{\text{sqrt}} = -\left\| \sqrt{|d_f|} + 1 \right\|_1. \] (5.7)

Notably, compared to \( f_{\text{abs}} \), this contrasting function is not linear. For \( f_{\text{abs}} \), the cost decreases as a feature’s difference grows; however, the slope of the cost remains the same—the relative cost decrease per unit difference remains constant. With this linear cost, under the right conditions, the discriminator may gain continual benefits by moving to increase a feature difference regardless of the cost incurred from the matching function. \( f_{\text{sqrt}} \) creates a diminishing return. Increasing the difference between closely matched features provides relatively large benefits, while features with a large difference provide relatively little. As the difference grows larger, the discriminator will incur little cost from the contrasting function compared to the matching function. Such a non-linear function provides a built-in mechanism to prevent the discriminator from only optimizing a single goal.

The third feature contrasting function is given by

\[ f_{\text{log}} = -\| \log |d_f| + 1 \|_1. \] (5.8)

The reasoning behind this function is similar to that of \( f_{\text{sqrt}} \), with the primary difference being how drastic the effects of the diminishing returns are.

In practice, the resulting value for \( f_{\text{abs}}, f_{\text{abs}}, f_{\text{sqrt}}, \) and \( f_{\text{log}} \) is divided by the number of elements in \( d_f \) so that the scale of the cost per feature is independent of the feature vector size. Of course, a case could be made for numerous other functions; however, the choices here provide a diverse baseline of comparison.
5.2.3 Cost multiplier grid search

Each combination of matching and contrasting functions was tested and compared. To prevent benefits from the scale of the values of any combination, so that the interplay between the functions could be examined, a scalar multiplier was applied to the cost resulting from each function. A logarithmic grid search on these multipliers was performed. That is, each multiplier was independently varied by a factor of 10, and the network was retrained using the newly scaled loss. Implicitly, these multipliers are relative to the labeled loss, which is not scaled in any way. Figure 5.4 shows the validation curve during training for the optimal multipliers for each combination of matching and contrasting functions. It also shows the validation curves for the surrounding 8 positions in the multiplier grid search (i.e., the curves for each combination of multipliers increased and decreased by a factor of 10). Other multipliers tested are omitted to reduce clutter in the plots. Each of these trials was run for 100,000 training steps with the optimal multipliers being determined by the lowest final value.
Figure 5.4: Trials with each combination of matching and contrasting functions. For each set of functions, the matching and contrasting loss multiplier was varied by factors of 10 until the optimal combination of multipliers was found. The plots show the optimal multipliers and all multipliers surrounding it.
Figure 5.4 provides several insights. First, it provides multiplier values which produce the lowest error for each combination of functions, allowing for the next part of the analysis, which is described shortly.

Second, it shows which functions are most affected by a change to the multipliers. For example, all 9 displayed validation curves of $f_{abs}$ with $f_{-log}$ end at $\sim 0.1$ or lower. In contrast, several of the curves of $f_{abs}$ with $f_{-abs}$ end at $\sim 0.15$. This suggests $f_{abs}$ with $f_{-log}$ is more robust to changes in multipliers, and therefore requires less parameter tuning for specific problems. It should be remembered that the range of multipliers shown in these curves is a factor of 100.

Third, these experiments show how relative changes from the optimal multipliers affect the training process. We see that when the matching loss multiplier is relatively high compared to the contrasting multiplier, the validation curve is much smoother, but overfitting occurs. Here, it is worth noting that the DNN ends with a value of $\sim 0.77$, which this overfitting often rises above. The easiest way to understand what is happening here is that the discriminator is ignoring the contrasting loss, then it sacrifices the supervised loss in favor of the matching loss, resulting in an error worse than that of the DNN. On the other end of the spectrum, with a relatively high contrasting loss compared to the matching loss, the validation curve is quite noisy. This is due to the generator competing with the discriminator. In each of these cases, the training does not seem to have converged within 100,000 steps, and it may be that this setup will lead to a lower final value with longer training even than the optimal after 100,000 training steps. If this is true, a relatively high contrasting loss is preferred, as it prevents overfitting, leads to a better result, and allows for a lenient range of multiplier values, even if it takes longer to train.
5.2.4 Optimal long trials

The next set of experiments ran each combination of functions using the optimal parameters for 500,000 training steps to allow for training to convergence. The validation curves of these trials are shown in Figure 5.5 and the final test errors are shown in Table 5.1. Here we see that a combination of $f_{abs}$ and $f_{-sqrt}$ performed the best. However, all the methods had similar test errors, which demonstrates that the SR-GAN method of using a combination of contrasting and matching methods is robust even to the choice of similarity functions.

The final experiment performed uses the combination of functions which performed best in the previous experiment, $f_{abs}$ and $f_{-sqrt}$, and runs the surrounding logarithmic grid search multiplier values for the full 500,000 steps. This is done to determine how the training of these runs is affected by training toward convergence. The validation curves are shown in Figure 5.6. Here we see the expectation described in Section 5.2.3 fulfilled; Training using higher contrasting multipliers result in longer convergence time; however, a similar error to

Figure 5.5: A comparison of each combination of loss functions using their optimal loss multipliers. These values come from running each trial for 500,000 training steps.

5.2.4 Optimal long trials

The next set of experiments ran each combination of functions using the optimal parameters for 500,000 training steps to allow for training to convergence. The validation curves of these trials are shown in Figure 5.5 and the final test errors are shown in Table 5.1. Here we see that a combination of $f_{abs}$ and $f_{-sqrt}$ performed the best. However, all the methods had similar test errors, which demonstrates that the SR-GAN method of using a combination of contrasting and matching methods is robust even to the choice of similarity functions.

The final experiment performed uses the combination of functions which performed best in the previous experiment, $f_{abs}$ and $f_{-sqrt}$, and runs the surrounding logarithmic grid search multiplier values for the full 500,000 steps. This is done to determine how the training of these runs is affected by training toward convergence. The validation curves are shown in Figure 5.6. Here we see the expectation described in Section 5.2.3 fulfilled; Training using higher contrasting multipliers result in longer convergence time; however, a similar error to
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<table>
<thead>
<tr>
<th>Loss Functions</th>
<th>Matching</th>
<th>Contrasting</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td></td>
<td></td>
<td>0.0770</td>
</tr>
<tr>
<td>f_{square}</td>
<td>f_{log}</td>
<td></td>
<td>0.0588</td>
</tr>
<tr>
<td>f_{abs}</td>
<td>f_{log}</td>
<td></td>
<td>0.0579</td>
</tr>
<tr>
<td>f_{square}</td>
<td>f_{abs}</td>
<td></td>
<td>0.0573</td>
</tr>
<tr>
<td>f_{abs}</td>
<td>f_{abs}</td>
<td></td>
<td>0.0557</td>
</tr>
<tr>
<td>f_{norm}</td>
<td>f_{abs}</td>
<td></td>
<td>0.0553</td>
</tr>
<tr>
<td>f_{norm}</td>
<td>f_{sqrt}</td>
<td></td>
<td>0.0552</td>
</tr>
<tr>
<td>f_{norm}</td>
<td>f_{log}</td>
<td></td>
<td>0.0551</td>
</tr>
<tr>
<td>f_{square}</td>
<td>f_{sqrt}</td>
<td></td>
<td>0.0550</td>
</tr>
<tr>
<td>f_{abs}</td>
<td>f_{sqrt}</td>
<td></td>
<td>0.0546</td>
</tr>
</tbody>
</table>

Table 5.1: A comparison of the final errors of each combination of loss functions using their optimal loss multipliers. These values come from running each trial for 500,000 training steps. The final 10 recorded values were averaged. Note that each recorded value is 5,000 training steps apart.

the optimal multipliers is eventually obtained. This suggests that it is advantageous to use a larger contrasting multiplier, as it reaches the same error rates while requiring less finely tuned multipliers.

Notably, these results provide a robust way to choose hyperparameters by selecting a strong contrasting loss compared to the matching loss. At the same time, the choice of loss functions is relatively unimportant, so long as they are stable in that the slope increases the farther from the desired value. This interplay between the contrasting and matching losses provides a form of auto-balancing the weights to be applied to each loss, greater reducing the manual effort and application specific parameter tweaking required.
Figure 5.6: A comparison of the best combination of loss functions \( f_{\text{abs}} \) and \( f_{\text{-sqrt}} \) using optimal and surrounding loss multipliers. These values come from running each trial for 500,000 training steps.
Chapter 6

Comparing SR-GANs to DNNs Through Age Estimation

Age estimation is a well-known regression problem in computer vision using deep learning. In particular, well-established datasets of images of individuals with corresponding ages exist and are widely used by the computer vision community. A notable, large-scale age estimation database is the IMDB-WIKI Face Dataset [42].

For our work, a well-known dataset is particularly important as the deep learning community tends to focus on classification problems and not regression problems. Due to this, well-known regression datasets—ones known even outside their domain—tend to be rare. The age estimation dataset is one of these rare cases. It provides a widely used standard on which we can test our SR-GAN.

The primary focus of this section is on the improvements afforded by using the SR-GAN compared to a DNN. The discriminator in the SR-GAN matches the DNN network throughout these experiments.
6.1 Dataset

The IMDB-WIKI dataset includes over 0.5 million annotated images of faces and the corresponding ages of the people thus imaged. There are 523,051 face images: from 20,284 celebrities, 460,723 face images are from IMDb and 62,328 from Wikipedia. 5% of the celebrities have more than 100 photos, and on average each celebrity has around 23 images. There are likely many mislabeled images included in the dataset. The image-label pairs were created by searching the top 100,000 actors on IMDb (also known as the "Internet Movie Database"). The actors' IMDb profile and Wikipedia page were scraped for images. Face detection was performed on these images, and if a single face detection is found, the image is assumed to be of the correct individual (which in many cases, it is not). The image timestamp along with the date of birth of the actor is used to label the image with an age. The image is often a screen capture of a movie, which may have taken years to produce or the screen capture may have happened years later.

Additionally, the actor may be purposely made to look a different age in the movie. Despite these many areas of mislabeling, random sampling checks done by human evaluators demonstrate that the dataset consists overwhelmingly of correctly labeled images. To minimize the number of incorrectly labeled images, the database is filtered based on several criteria. The database includes face detection scores (certainty of containing a face) and a secondary face score (containing an additional face). If the first face score was too low, the image was excluded. If there was a secondary face detected it is also excluded (since these are taken from the actor’s IMDb page, it is only assumed to be a picture of the actor if there is only one person in the image). Images labeled with an age below 10 or above 95 are also excluded. Primarily, the filtering of images labeled with age 10 or below is important, as low ages are typically from the timestamp calculation being faulty. The age range limitations also remove many clearly mislabeled images, often with negative ages or ages in the thousands.
Finally, only images of 256×256 resolution or higher are used. After this filtering, we are left with ~90K images. Both the labeled and unlabeled data are taken from these images (without overlap), and the labels were not used for the unlabeled data. The data was selected randomly for each trial. Though other face data could be used for the unlabeled data, for these experiments, we wished to ensure that the labeled and unlabeled data came from the same data distribution.
Figure 6.2: Examples of real and fake images used/generated during training. We note that our approach is not intended to produce realistic looking images, and the fake images are only included for insight.

Figure 6.3: The distribution of ages in the IMDB-WIKI database.
6.2 Experimental Analysis

In the age estimation experiments, the DCGAN network architecture [26] is used. All code and hyperparameters can be found at https://github.com/golmschenk/srgan. The discriminator of the DCGAN architecture used alone functioned as the CNN baseline model. The network structure can be seen in Figure 6.4. The training dataset for each experiment was randomly chosen. The seed is set to 0 for the first experiment, 1 for the second, and so on. The same seeds are used for each set of experiments. That is, the SR-GAN compared with the CNN use the same training data for each individual trial. This set of experiments used the contrasting loss function of $f_{\text{square}}$ and the matching loss function of $f_{-\log}$ from Section 5.2. These were chosen before the extensive loss function comparison was performed; however, as noted in Section 5.2, the choice of loss functions has little impact on the final accuracies.

The following experiments demonstrate the value of the SR-GAN on age estimation. Using a DCGAN [26] network architecture, we have tested the SR-GAN method on various quantities of data from the IMDB-WIKI database. The results of these experiments are shown in Figure 6.5. In each of these experiments, an unlabeled dataset of 50,000 images was used, whereas the size of the labeled data samples varies from 10 to 30,000. Each point on this plot is the result of a single randomly seeded training dataset. For each labeled dataset size, five trials were run. The relative error between the CNN and the GAN models is shown in Figure 6.6. We see a significant accuracy improvement in every case tested. At 100 labeled examples, the GAN achieves an MAE of 10.6, an accuracy which is not achieved by the CNN until it has 5000 labeled examples available for training. At 100 labeled examples, the GAN has 75% the error that the CNN does.

The advantage of the SR-GAN drops to near zero as the number of images approaches the number of unlabeled examples being used. There seem to be two likely causes for this.
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Figure 6.4: The DCGAN structure used for the age estimation experiments. The left network is the generator and the right is the discriminator/CNN.

![DCGAN Structure Diagram]

Figure 6.5: The resultant inference accuracy of the age estimation network trained with and without the SR-GAN for various quantities of labeled data. Each dot represents a trial with randomized training data, and the line represents the mean of the trials.
Figure 6.6: The relative error of the GAN model over CNN model for various quantities of labeled data for age estimation. Each dot represents a trial with randomized training data, and the line represents the mean of the trials.

Either, there are enough training images that the network is at capacity (additional images will not further improve the results), or the ratio of labeled to unlabeled images is too small for the generator to be of more benefit to the discriminator. Unfortunately, the number of images available in the IMDB-WIKI dataset makes it difficult to pursue a larger number of training examples further.
Chapter 7

Comparing GAN Methods for Steering Angle Prediction

This section focuses on another real-world application regression task: driving steering angle prediction. In this case, the network predicts the steering angle of a car given a front-facing image from the windshield of a vehicle. Such an approach can be considered a form of basic partial self-driving/auto-pilot capabilities using a single image [43]. Specifically, the method allows an algorithm to mimic the steering of a human by attempting to choose the same steering wheel turning angle a human driver chose given the same upcoming road segment. While this is far from a complete self-driving solution, it provides an application simple enough to focus on the semi-supervised methods, while still being relevant to developing state-of-the-art technologies.

The primary focus of this section is to demonstrate the superiority of the SR-GAN compared to other potential semi-supervised regression GAN methods, especially those expounded in Section 2.3.
7.1 Related Work

For the application of driving angle steering estimation from a single image, Rezagholiradeh and Haidar [30] presented two semi-supervised regression GAN approaches. As of this writing, this is one of the only cases where semi-supervised GANs have been applied to regression tasks beyond our work. The first approach they present is a dual goal GAN (DG-GAN) approach, as was described in more detail in Section 2.3.2. In their work, they refer to this approach as Reg-GAN Architecture 1. The DG-GAN outputs two labels: a regression value prediction of the driving steering angle and a fake/real classification prediction. The idea is that the network must learn both how to distinguish between real and fake examples, and how to predict the correct value for a labeled example. However, this approach does not enforce that these two predictions be related. Part of the network may learn the task of identifying real/fake images, while another portion of the network learns the task of predicting regression values. A visual depiction of this split learning is shown in Figure 2.5 If the objective of distinguishing being real and fake examples is weighted strongly enough, the network may devote larger portions of the network to the real/fake classification task, thereby reducing its effectiveness in the regression prediction. The experiments show the proposed SR-GAN method outperforms the DG-GAN, both in the implementation proposed here and in that of Rezagholiradeh and Haidar [30].

Rezagholiradeh and Haidar [30] also present a second semi-supervised regression GAN method which they refer to as Reg-GAN Architecture 2 and is a specific version of the Explicit Label GAN described in more detail in Section 2.3.1. This method only outputs the single driving angle regression value, and then attempts to label this value as fake or real depending on if the value lies within the range of real values from the dataset. This method has two significant limitations. 1) If the full range of the unlabeled dataset is unknown, a correct angle prediction would be incorrectly labeled as fake data. Rezagholiradeh and Haidar [30]
assumes the range of the unlabeled data is known. 2) A bias is introduced, as values near the boundary between fake and real are preferred. This is because a generator which can exactly duplicate unlabeled data would cause the discriminator to pick a value halfway between fake boundary and real steering angle value as the best possible answer.

Lastly, as a baseline comparison, Rezagholiradeh and Haidar [30] also tested converting the regression task into a discrete classification task by binning the regression values. For this baseline approach, the range of angles was discretized into bins, and the discriminator then uses a standard multinomial classification. For each bin, the predicted label is then the center value for that bin, and this is used to determine the error in angle. The general limitations of this approach are described in Section 2.3.3. In this specific application, it requires manual selection of the (unknown) boundaries of the steering angle range and an arbitrary selection of the number of bins. The precision and training issues of the binning regression to classification method apply here, as with any regression task.

7.2 Experimental Analysis

Here, we performed the experiments presented by Rezagholiradeh and Haidar [30] using our SR-GAN approach and compared the results to the methods presented by Rezagholiradeh and Haidar [30]. In these experiments, the dataset [44] consists of 45,567 images from a dashboard-mounted camera. A device attached to the steering wheel of the vehicle measured the angle of the steering wheel rotation. A human driver operated the vehicle during the recording process. Each image is paired with its corresponding measured steering angle. The task of the network is then to predict, from a single image of the forward-facing camera, what steering angle the human driver selected. Varying numbers of labeled images randomly selected from the entire dataset are used for training (up to 7,200 images) and testing (9,000 images). The remaining images are used as the unlabeled data. We use the DCGAN network
architecture \cite{26}, which matches the architecture presented by Rezagholiradeh and Haidar \cite{30}. This network structure (both generator and discriminator) is shown in Figure \ref{fig:7.1}. All code and hyperparameters can be found at \url{https://github.com/golmschenk/srgan}. We note that we cannot precisely duplicate the experiments by Rezagholiradeh and Haidar \cite{30}, as the images used for training and testing were randomly chosen, and the specific images selected were not provided by Rezagholiradeh and Haidar \cite{30}. However, multiple trials with different random sets of images demonstrated that the change in accuracy is negligible. We similarly randomly selected our datasets. Our random selections were seeded for reproducibility, and the code at our repository can be used to retrieve the dataset selection for our experiments. Examples of the images, both real and fake, used and generated during training are shown in Figure \ref{fig:7.2}.

We also note that an entirely random image selection has limited evaluation value for this dataset. The images are part of a video sequence with each image have only minor differences from the previous image. Even a small percentage of the images, when randomly chosen, would contain the primary attributes of a large portion of the dataset. However, for comparison purposes, we have followed the experimental procedure used by Rezagholiradeh and Haidar \cite{30}. In addition to repeating the configurations used by Rezagholiradeh and Haidar \cite{30}, we have provided results for significantly lower numbers of labeled images.

The evaluation metric used is a normalized mean absolute error (NAE) given by

$$\text{NAE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|}{y_{\text{max}} - y_{\text{min}}} \times 100\%. \quad (7.1)$$

This metric was chosen to match the metric used by Rezagholiradeh and Haidar \cite{30}.

The results of our method in comparison to the methods presented by Rezagholiradeh and Haidar \cite{30} are shown in Table \ref{tab:7.1}. In these experiments, we show that our SR-GAN method significantly outperforms the Reg-GAN method for any number of labeled examples.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Labeled examples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>Improved-GAN (Binning classification GAN)</td>
<td>-</td>
</tr>
<tr>
<td>Reg-GAN-1 (DG-GAN)</td>
<td>-</td>
</tr>
<tr>
<td>Reg-GAN-2 (Explicit Label GAN)</td>
<td>-</td>
</tr>
<tr>
<td>SR-GAN</td>
<td>3.12%</td>
</tr>
</tbody>
</table>

Table 7.1: Steering angle prediction NAE compared to existing approaches for various amounts of labeled training examples.

Figure 7.1: The DCGAN structure used for the driving steering angle experiments. The left network is the generator and the right is the discriminator/CNN.
As it requires no arbitrary or manually chosen specifications based on the specific task of steering angle estimation, the Reg-GAN Architecture 1 (DG-GAN) is the more generalized approach of Reg-GAN and provides the comparison of the most interest. However, each comparison provides interesting insights.

In these results, we see that the SR-GAN method outperforms all other approaches in every case. In particular, it outperforms all three of the potential alternative GAN approaches for regression presented in Section 2.3.

Converting the regression task into a classification task through binning provided the worst results. This method suffers from two competing limitations. First, large bins result in less precision, as the angle predicted for any bin is the center value of that bin range. The second and more drastic issue is the lack of affiliation between adjacent bins in this approach. Though adjacent bins represent nearby values in the regression value, the loss function for classification does not acknowledge any such relation. If the correct label is in bin 1, and
the network receives the same loss for predicting either bin 2 or bin 10, despite the fact that regression value of bin 2 is much closer to the correct answer. As the binning becomes smaller, these problems become more detrimental, and to avoid selecting the incorrect bins the network must heavily overfit the data. Such training losses do not promote the network finding an optimal solution. Further, this binning choice is arbitrarily chosen, both in the size of the bins and the range of the bins, requiring manually tuning for each use case.

Next is the Reg-GAN Architecture 1, which is a method equivalent to our DG-GAN. The limitations of the DG-GAN have already been discussed and demonstrated in Chapter 3. We see a similar result here, where the DG-GAN performs well initially, but seems to plateau, again, likely due to the network splitting the weights toward two separate goals rather than using all weights for both goals.

The Reg-GAN Architecture 2, uses an explicit fake label, where the researchers chose a specific range of values to be considered a "real" label and anything outside this range was considered the "fake" label. This introduces a bias in the predicted value to move the prediction toward the edges of the range. This is most easily understood by considered an ideal generator which can exactly generate images from the original dataset. In this case, the best answer the discriminator can pick is halfway between the correct answer and the edge of the range (as the image may be a real image or a fake image that exactly duplicates the real image). Obviously, this bias does not improve the answer in this case.

The SR-GAN outperformed each of these alternatives with every sized labeled dataset. Notably, the SR-GAN using only 500 images performs on par with the best of the other methods using 7200 images. For labeled dataset sizes of 1000 and more, the SR-GAN significantly outperforms any other method using the full 7200 labeled images.
Chapter 8

Applying SR-GANs to State-Of-The-Art Crowd Counting Methods

In this section, the open and rapidly developing field of dense crowd counting is the target application. Here our method provides immediate gains to state-of-the-art network architectures. While both the age estimation and driving steering angle cases were real-world scenarios, they are relatively simple tasks. In contrast, dense crowd counting is a challenging problem which is still rapidly developing.

Every year, crowds of thousands to millions gather for protests, marathons, pilgrimages, festivals, concerts, and sports events. For each of these events, there is a myriad of reasons to desire to know how many people are present. For those holding the event, both real-time management and future event planning is determined by how many people are present, their current locations, and the intervals at which people are present. For security purposes, evacuations planning and where crowding might be a potential harm to individuals is
dependent on the size of the crowds. In journalistic pursuits, the size of a crowd attending an event is often used to measure the significance of the event.

With the advent of deep learning, convolutional neural networks have been the most successful means of analyzing crowd images. However, a major limitation of CNNs is the extensive data required. Particularly with the manual effort required to label such data, where each person needs to be labeled individually, and ideally have their entire body segmented as an entire person (while taking into account they may be partially occluded). This is where
the semi-supervised GANs can help in the reduction of data requirements. Security footage is plentiful; only the labeled version of it is difficult to come by.

In particular, we tackle the problem of counting the number of people and the density of people per pixel in an image. Especially crowded scenes provide the most challenging situations, where people are represented only by a few pixels, and individuals are highly occluded. Furthermore, we approach the problem of how crowded each portion of the image is on a per-pixel basis. This requires that the person density per pixel is determined. An example of what this data looks like can be seen in Figure 8.1.

Crowd analysis is a particularly worthwhile application to test our GAN methods on. This is because it provides a real-world situation that has immediately usable applications. It is a very complex and challenging problem, even when attempted with sufficient data to train a normal CNN. A successful application of the SR-GAN in this realm demonstrates the generalizability of the method, it’s capability to handle even complex situations, and can be used to illustrate the challenges which need to be overcome in such a complex application. Furthermore, this particular area is in need of such a data requirement reducing method, as labeling this kind of data is a challenge of its own, to the point that simulated datasets \cite{45} and annotation tools \cite{46} have been created specifically to ease the effort required in labeling data such as this.

Specific properties of crowd analysis also lend themselves to demonstrating the properties of various SR-GAN implementations. For example, in the case of crowd counting, there can never be negative people in an image, only a minimum of zero. This means a negative number could be used to represent a fake image from the generator in the explicit label GAN. However, such a representation would introduce bias into the model, as previously noted. That is, predicting a low count for a fake image would be more correct (closer to negative) than predicting a high count for a fake image. The direct use of the output label may be able to provide more accurate overall training, but the bias may counteract this gain.
8.1 Related Work

Zhang et al. [4] provides one of the first uses of convolutional neural networks (CNNs) as a method for crowd counting, especially across multiple scenes. While other works have made valuable alterations to the approach given in this paper to produce improved state-of-the-art results (such as multiple-scale CNNs [47], or residual network skip connections [48]), the primary functionality of these approaches, namely the ability to use CNNs for crowd counting, is still similar to that which is presented by Zhang et al. [4]. In our work, the discriminator is similar to the CNN of Zhang et al. [4], notably in the use of the joint optimization goal of two outputs of the CNN, one for count prediction and the other for density prediction.

In Li et al. [49], a GAN is used in crowd counting. The GAN in Li et al. [49] is used to improve the accuracy of the crowd counting prediction. The GAN in this work consists of a conditional generator with an input of true images and an output of generated density maps. A discriminator network then attempts to distinguish between the generated density maps and the true density maps. Once this GAN is trained, the generator is used to produce density maps of the test images, and these results are used as the predicted density maps. That is, the generator is used for inference in the testing phase. The formulation of this GAN is significantly different from our approach. Most notably, the GAN in Li et al. [49] is not designed to train with unlabeled data or to specifically reduce the amount of data required. Li et al. [49] expects the training images have the corresponding labels which can be used for training the discriminator. Our approach allows for the use of unlabeled data to train, with the goal of requiring significantly less labeled data. The difference in the goal of the GANs is also reflected in the structure of the networks being completely different. These differences include but are not limited to the generator outputting a density label vs an image, the generator predicting the labels vs the discriminator predicting the labels, and the generator using true images as input vs only using random noise as input.
8.2 Explicit label GAN Design for Crowd Counting

Previously to developing the SR-GAN method, we developed an explicit label GAN as described in Section 2.3.1 for the purpose of crowd counting and density prediction. This early work led to the recognition that the explicit label GAN had flaws, and eventually produced the goal of the SR-GAN. As this background insight is important, this section describes the early explicit label GAN formulation. However, it is important to note that the rapidly evolving field of dense crowd counting resulted in new network architectures and datasets by the time the SR-GAN was developed. For the SR-GAN experiments, we opted to compare with state-of-the-art networks rather than our earlier explicit label GAN approach. Thus, this first set of experiments are primarily to provide insight into the limitations of the explicit label GAN. In particular, we can note the various domain-specific considerations that need to be accounted for using the explicit label GAN for crowd counting.

8.2.1 Discriminator

A label in this model is a crowd density map. This map consists of an array of real numbers summing to the total number of individuals shown in the image. The density for each individual person is spread over the array using a 2D Gaussian kernel. Such density maps are shown in Figure 8.1. This spreading of values provides a smoother training gradient for the network across the density map label. We define our supervised loss using an $L_{1,1}$ loss (equivalent to $L_1$ if the matrix is flattened) over the elements of the true density labels compared with the predicted ones,

$$L_{supervised} = E_{x,y \sim p_{data}(x,y)} \| y - D(x) \|_1.$$  \hspace{1cm} (8.1)
Note that our supervised loss function omits a logarithm, as we are using a Wasserstein GAN [41]. GANs have been shown converge more consistently using a loss function based on an Earth Mover’s distance (or Wasserstein distance) even among classification problems [41]. Our network also uses a discriminator training gradient penalty of Wasserstein GANs as opposed to the weight clipping proposed by Arjovsky, Chintala, and Bottou [41], as weight clipping was shown to result in a GAN which produces pathological behavior while gradient penalty results in more consistent convergence over a wider range of network architectures [37].

In the classification case, there were two terms to the unsupervised loss. For clarity, in the following description of the proposed approach, we define these two terms separately with

\[ L_{\text{unsupervised}} = L_{\text{matching}} + L_{\text{generated}}. \]  

This way we can define the intuition for the definition of \( L_{\text{matching}} \) and \( L_{\text{generated}} \) individually. For the case of loss from the generated images, we wish to punish the discriminator for seeing any amount of people (any density), as the generated images contain no true images of people. So here our loss is given by

\[ L_{\text{generated}} = \mathbb{E}_{x \sim G} \| D(x) \|_1. \]  

With this, in a sense our equivalent of the \( K + 1 \)th class is zero density. Note however, that even real images contain areas of pixels with zero density.

As we do not know the true label for the unlabeled images, training the discriminator toward an exact value can be detrimental toward the overall accuracy. For example, consider a case where we assume, based on the labeled images from the camera, that the unlabeled image has a label \( \hat{y} \), but the true (unknown) label is \( y \). If the discriminator predicts \( y \), and our loss function has no leniency, the discriminator would be trained to move away from
the correct answer it predicted towards \( \hat{y} \). Instead, we use a loss function which allows for a range of "correct" answers as we do not know which is true. Specifically, we use a loss function for which a range of input values produces zero loss. That is, if the difference of the predicted from the true value is small enough, no loss is produced. However, beyond a given difference threshold, the loss is non-zero. Specifically, our unlabeled loss is

\[
L_{\text{unlabeled}} = \mathbb{E}_{x \sim p_{\text{data}}(x)} \left[ \max \left( \frac{1}{\alpha} \sum y_e - \sum D(x), 0 \right) + \right. \\
\left. \max \left( \sum D(x) - \alpha \sum y_e, 0 \right) \right]
\]  

(8.4)

where \( \alpha \) is an experimentally chosen hyperparameter and is greater than 1. \( y_e \) is average labeling of known count labels for the labeled images being used for training (in implementation, these are the images for a given step of training). Note here that the values are summed before differences are computed. This is because there is no information on the locations of the person densities in unlabeled images, and only the approximate count is useful (i.e., comparing density maps would not be).

### 8.2.2 Generator

The generator is trained on a modified version of the feature matching loss described by Salimans et al. [21]. Once again, the main difference in our generator as compared to Salimans et al. [21] come from training in the case of regression targets, and more specifically, our crowd counting case. In this case, we want the generator’s goal to be able to produce highly crowded examples (as interpreted by the discriminator). Here we use feature matching as the generator goal as described by Salimans et al. [21]. Normally, feature matching is simply used to match the features that arise in the discriminator from the real images. Instead, we want features which result in the highest predictions for density and count to be the goal of
the generator’s matching. That is, we don’t want the generator to match the features for
floors or walls, but instead to match the features in areas the discriminator sees as containing
crowds of individuals. If this were not the case, the discriminator and generator could ”agree”
to have the generator produce realistic, uncrowded images, as it could meet both networks’
goals. To force the generator to work toward features that represent crowded portions of
the images, each feature vector on the intermediate layer is weighted based on the predicted
output value of that vector by the discriminator. In this way, the generator tries to produce
images whose feature vectors in the discriminator match the feature vectors in the real data
that have the largest count and density predictions. With \( f(x) \) denoting the activations on
the final layer before the output layer and \( z \) being noise to input into the generator, the
generator loss is given by

\[
L_G = \left\| \mathbb{E}_{x \sim p_{data}} \left[ \frac{D(x) \odot f(x)}{\sum D(x)} \right] - \mathbb{E}_{z \sim p_z} f(G(z)) \right\|_1
\] (8.5)

The second term of this loss function is simply getting the expected values for the activations
of an intermediate layer of the discriminator for fake images. That is, the mean features of
fake data. The first term does something similar for real data. The only difference is that
the real features are weighted by how much crowd density they correspond to. Thus, the
generator tries to produce images that have features similar to more crowded images.

8.2.3 Dual optimization goal

One additional complication comes from training a network with a second optimization goal.
As shown by Zhang et al. [4], better crowd counting results can be achieved by training a
network to produce both a density map and a separate total count value. The last layer of
our network is actually two layers in parallel, one for density and one for count. The density
layer is trained to produce a density map which matches the true values of the label. The
count layer is trained to produce values which, when summed, match the true summed value of the label. Because of this, we actually have two losses for both discriminator and generator. Luckily, other than which output of the discriminator is used, all the losses are identical in both cases except the labeled loss of the discriminator for the case of the count. That loss is given by

\[ L_{supervised} = \mathbb{E}_{x,y \sim p_{data}(x,y)} \left[ \sum y - \sum D(x) \right]. \] (8.6)

Note that the only difference is that rather than the norm distance between the arrays, the loss is the difference of the sum of the arrays. We use the same network for our CNN as Zhang et al. [4].

### 8.3 Experimental Setup and Results

For both the explicit label GAN results and the SR-GAN results, the primary metric we are interested in is the standard in the dense crowd counting field, namely, the mean absolute count error (MAE). However, several other metrics have been put forward as interesting by the research community. For the SR-GAN, we also consider the normalized absolute count error (NAE) and the root mean squared count error (RMSE). These are given by the following equations:

\[ \text{MAE} = \frac{1}{N} \sum_{i=1}^{N} \left| \hat{C}_i - C_i \right| \] (8.7)

\[ \text{NAE} = \frac{1}{N} \sum_{i=1}^{N} \frac{\left| \hat{C}_i - C_i \right|}{C_i} \] (8.8)

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{C}_i - C_i)^2} \] (8.9)

where \( C_i \) is the true count for a given image, and \( \hat{C}_i \) is the predicted count.
8.3.1 Explicit label GAN experiments

The Shanghai Jiao Tong University WorldExpo’10 crowd counting dataset is used for our experiments. The dataset includes images and videos from 109 cameras and consists of a training dataset and a testing dataset. We used the WorldExpo’10 training data, and from it generated a set of training datasets, and a single validation dataset, and a single testing dataset (in addition to the original WorldExpo’10 testing dataset). Our training datasets (as a group), validation dataset, and each testing dataset are entirely disjoint from one another, in particular, disjoint in their use of cameras/scenes. CNN and GAN models are trained using a varying number of cameras (1, 3, 5, 10 and 20) and varying number of images (1, 3, 5, 10 and 20) per camera in order to systematically compare the performance of the two models; details of the selections are provided in Section 8.3.1. However, the same testing datasets and validation dataset are used for all the trained models.

One testing dataset is simply the WorldExpo’10 testing dataset, and it consists of 600 images from 5 cameras. We want to note that no images from cameras in the testing dataset are included in the training dataset and vice versa. That is, training and testing are performed across scenes. The datasets are disjoint in camera source selection. Each camera from this test dataset has 120 images. This dataset contains 2 of the most crowded scenes (in the entire WorldExpo’10 database), 2 of the least crowded scenes (and 1 additional scene). While this provides an excellent, challenging case to test on, it is not very representative of the training data. As such, we prepared the additional testing dataset. This provides better insight into how accurate the methods would be when testing on data whose statistics more closely match the training data statistics (i.e., this dataset is specifically chosen randomly from the same data generating distribution, rather than hand-chosen to be a challenging case). The second testing dataset is from a subset of the WorldExpo’10 training dataset. This testing dataset consists of 370 images from 10 cameras. These cameras were randomly
chosen from among the full dataset before any models were trained. No images from cameras in the validation dataset are included in the training dataset and vice versa. Again, the two datasets are disjoint camera source selection as well. We note that in general results are better on our randomly chosen testing dataset than on the original testing dataset. Finally, the validation dataset consisted of a different 307 images from 10 cameras and was only used to try different models and examine how well they generalize without comparing against the final testing datasets.

In each of the following experiments, we train both a CNN model and a GAN model on the same set of labeled data (for each of the camera-image number combinations). The GAN additionally uses the unlabeled images from the cameras in the trial’s training dataset (the CNN has no way to profitably use this data). Each resulting model is used to predict the person count of each image in both test datasets. The accuracies between the two methods are compared. In every case, the GAN uses as its discriminator a network identical to the CNN. As we compare the two methods using a varying number of cameras and a varying number of images per camera, this gives both an understanding of the amount of total image data required by each network as well as the distinct scene information (number of cameras) required by each network.

The unlabeled data from the GAN model consists of video from which the labeled image data was taken for training. The GAN allows for any number of these frames to be used with no additional labeling (which is the primary advantage of the GAN). As such, in these experiments, we used all (unlabeled) video data for any camera within the training set (that is, the number of cameras the GAN has access to is still limited). Though the video lengths vary, on average there are approximately 2 minutes of video for each camera with 50 FPS. It should be noted that as this is video data, many of the frames are near identical to others.

The process of selecting cameras is done entirely randomly, and this random selection process was not repeated based on trial results. For each set of experiments, the cameras
and images chosen are consistent between experiments. That is, when 10 cameras are used, the first 5 of these cameras are the ones used in the 5 camera trial. The same is true for the images used. Specifically, in the table, the training dataset used for any trial is a subset of the training dataset for the trial to the right and below it on the table. Although cameras were chosen randomly, to allow for reproducibility, the list of cameras and images used is provided in the appendix (supplementary material). In the GAN cases, the unlabeled image data which is used is only from the cameras which are in the labeled set for that trial (i.e., no cameras are included which are not included in that training set). In all the training cases listed, the networks are trained for 7000 epochs.

We tested the trained models using a varying number of cameras with a varying number of images. For each case, training using the CNN (discriminator) alone and training with the GAN is compared. These results can be seen in Tables 8.1 and 8.2. For each experiment, the number of cameras is given along with the number of images used per camera. The data is explicitly limited so that we can experiment on how much data is needed to train the system to different levels of accuracy and to compare how much data is needed with the generator to how much is needed without it. The numbers of images and cameras used are referring to the training dataset only. In all trials, the entirety of both testing datasets is used. Table 8.1 shows the results on the randomly chosen test dataset and Table 8.2 are the results on the original WorldExpo’10 test dataset. Again, there is no overlap of cameras between the test datasets and the training datasets (or between the two test datasets).

When trained using the entire database of available data, the CNN and GAN reach an accuracy of 11.1 and 14.2 for the random test dataset, and 19.7 and 23.9 for the original test dataset. Training using the entire dataset, the CNN performs better. The CNN outperforming the GAN, in this case, is likely due to the GAN introducing a bias and the labeled data samples for training CNN is already sufficient.

While these early explicit model results provided level of improvement, the fluctuation of
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<table>
<thead>
<tr>
<th>Number of training cameras</th>
<th>Number of training images per camera</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>CNN</td>
<td>93.2</td>
</tr>
<tr>
<td>GAN</td>
<td>134.0</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>CNN</td>
<td>46.8</td>
</tr>
<tr>
<td>GAN</td>
<td>26.1</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>CNN</td>
<td>31.3</td>
</tr>
<tr>
<td>GAN</td>
<td>22.2</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>CNN</td>
<td>31.0</td>
</tr>
<tr>
<td>GAN</td>
<td>29.4</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>CNN</td>
<td>26.1</td>
</tr>
<tr>
<td>GAN</td>
<td>22.7</td>
</tr>
</tbody>
</table>

Table 8.1: A table of the mean absolute error when the network is trained with varying amounts of data with or without the generator. For each experiment, the number of cameras is given along with the number of images used per camera. Additionally, it is shown whether the GAN or the plain CNN is used. The test dataset is the same for every case.

The percentage of improvement was greater than the improvement itself. This makes these early results difficult to claim as successful. As previously noted, the explicit approach to the semi-supervised regression GAN has several potential pitfalls, which seem to be encountered here. Specifically, the error in the predictions above come primarily from under predicting the number of people in an image. This is the expected bias given the explicit training goals used.

### 8.3.2 SR-GAN experiments

The above early experiments led to the development of the SR-GAN to overcome the explicit model limitations. These later experiments were performed on different datasets and with different network architectures from the explicit model to keep up with the latest
Table 8.2: A table of the mean absolute error when the network is trained with varying amounts of data with or without the generator. For each experiment, the number of cameras is given along with the number of images used per camera. Additionally, it is shown whether the GAN or the plain CNN is used. The test dataset is the same for every case.

<table>
<thead>
<tr>
<th>Number of training cameras</th>
<th>Number of training images per camera</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CNN</td>
<td>65.8</td>
<td>168.5</td>
<td>189.2</td>
<td>32.8</td>
<td>45.9</td>
</tr>
<tr>
<td></td>
<td>GAN</td>
<td>169.5</td>
<td>74.3</td>
<td>53.5</td>
<td>32.8</td>
<td>27.9</td>
</tr>
<tr>
<td>3</td>
<td>CNN</td>
<td>73.3</td>
<td>60.3</td>
<td>35.0</td>
<td>29.6</td>
<td>30.2</td>
</tr>
<tr>
<td></td>
<td>GAN</td>
<td>112.6</td>
<td>36.4</td>
<td>30.5</td>
<td>32.3</td>
<td>32.9</td>
</tr>
<tr>
<td>5</td>
<td>CNN</td>
<td>58.0</td>
<td>55.5</td>
<td>68.1</td>
<td>23.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GAN</td>
<td>33.6</td>
<td>40.1</td>
<td>42.8</td>
<td>30.2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>CNN</td>
<td>52.3</td>
<td>25.7</td>
<td>24.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GAN</td>
<td>40.0</td>
<td>31.5</td>
<td>26.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>CNN</td>
<td>46.6</td>
<td>38.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GAN</td>
<td>39.5</td>
<td>32.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Idrees et al. [50] showed that a vanilla DenseNet [51] outperformed many application-specific networks for crowd counting. Though Idrees et al. [50] then provides an application-specific version of DenseNet, we chose to use the vanilla version of DenseNet201 as the discriminator in our experiments, which is shown in Figure 8.2. The full details of the network as given in Table 8.3. This is done to avoid application specific nuances that distract from the main focus of our work, while still providing a network comparable to the state-of-the-art in terms of accuracy. For the generator, we use the same DCGAN generator architecture as was used in our age and steering angle experiments.

For our experiments, we used the UCF-QNRF dataset [50]. This dataset contains 1535 total images split as 1201 training images and 334 testing images. These training and testing distributions are provided by the dataset provider. The dataset contains 1,251,642 total...
Figure 8.2: A conceptual overview of the DenseNet architecture [51] which is used as the discriminator network in the SR-GAN crowd counting set of experiments.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Output Size</th>
<th>Filter Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>112 × 112</td>
<td>7 × 7 conv, stride 2</td>
</tr>
<tr>
<td>Pooling</td>
<td>56 × 56</td>
<td>3 × 3 max pool, stride 2</td>
</tr>
<tr>
<td>Dense Block (1)</td>
<td>56 × 56</td>
<td>[1 × 1 conv, 3 × 3 conv] × 6</td>
</tr>
<tr>
<td>Transition Layer (1)</td>
<td>28 × 28</td>
<td>1 × 1 conv</td>
</tr>
<tr>
<td>Dense Block (2)</td>
<td>28 × 28</td>
<td>[1 × 1 conv, 3 × 3 conv] × 12</td>
</tr>
<tr>
<td>Transition Layer (2)</td>
<td>14 × 14</td>
<td>1 × 1 conv</td>
</tr>
<tr>
<td>Dense Block (3)</td>
<td>14 × 14</td>
<td>[1 × 1 conv, 3 × 3 conv] × 48</td>
</tr>
<tr>
<td>Transition Layer (3)</td>
<td>7 × 7</td>
<td>1 × 1 conv</td>
</tr>
<tr>
<td>Dense Block (4)</td>
<td>7 × 7</td>
<td>[1 × 1 conv, 3 × 3 conv] × 32</td>
</tr>
<tr>
<td>Regression Layer</td>
<td>1 × 1</td>
<td>7 × 7 average pool</td>
</tr>
</tbody>
</table>

Table 8.3: The discriminator architecture based on DenseNet201. The growth rate for the filters is $k = 32$ (which defines the number of channels per DenseNet201 specifications). Each convolution is followed by a leaky ReLU, except the final convolution.
headcounts, with a median of 425 (per image), and a mean of 815.4. To the best of our knowledge, the UCF-QNRF dataset is currently the largest dataset in terms of the number of head counts. With a minimum of 49 and a maximum of 12,865, the dataset contains an enormous variety of crowd density levels. Furthermore, the camera perspective angles range drastically from near parallel to ground level to nearly perpendicular with the ground. Lighting conditions, environmental scenes, pixel size of individuals, and levels of occlusion are similarly widely varied. Typical example images from the dataset are shown in Figure 8.3. The UCF-QNRF dataset provides a challenging and extensive dataset for dense crowd counting.

Images in the UCF-QNRF vary widely in resolutions. Our network accepts image patches of $224 \times 224$. The network is trained to predict the number of headcounts within random training image patches. During the test phase, an overlapping sliding window is used to make a prediction of the number headcounts in each patch of the image. Overlapping values are averaged, and the final prediction for an image under is given by the sum of these values. Examples of the patches, both real and fake, used/generated during training are shown in Figure 8.4.

In all experiments, the network architecture of the CNN and the discriminator are identical.
Figure 8.4: Examples of real and fake images used/generated during training. We note that our approach is not intended to produce realistic looking images, and the fake images are only included for insight.

Notably, these are the only portions of the network used during the evaluation of the test data (the generator is only used during training). This emphasizes the value gained by the SR-GAN training method rather than the architecture of the inference network.

The first set of experiments uses a limited set of labeled training images. The unlabeled training images consist of any available training image not included in the labeled set, resulting in a number of unlabeled images being 1201 minus the number of labeled images. The results from this set of experiments are shown in Table 8.4.

We see from this set of experiments that the SR-GAN significantly outperforms the CNN in every case for MAE and RMSE. NAE results are less consistent. For MAE, the SR-GAN often outperforms the CNN even when it uses two or four times as much data. For example, the SR-GAN using 80 labeled examples significantly outperforms the CNN using 320 labeled examples. In some cases, the difference is less significant, such as when 40 examples were used. However, the model with the simple addition of the generator and the losses to the
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Table 8.4: Results using varying levels of labeled training examples and using all remaining training examples as unlabeled data. In each experiment, the CNN and the discriminator network architectures are identical.

<table>
<thead>
<tr>
<th>Examples</th>
<th>MAE</th>
<th>RMSE</th>
<th>NAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labeled</td>
<td>CNN</td>
<td>GAN</td>
<td>CNN</td>
</tr>
<tr>
<td>Unlabeled</td>
<td>CNN</td>
<td>GAN</td>
<td>CNN</td>
</tr>
<tr>
<td>10</td>
<td>422.9</td>
<td>298.7</td>
<td>705.2</td>
</tr>
<tr>
<td>20</td>
<td>390.1</td>
<td>288.0</td>
<td>643.6</td>
</tr>
<tr>
<td>40</td>
<td>285.0</td>
<td>255.0</td>
<td>487.2</td>
</tr>
<tr>
<td>80</td>
<td>260.2</td>
<td>196.4</td>
<td>432.4</td>
</tr>
<tr>
<td>160</td>
<td>237.4</td>
<td>193.2</td>
<td>385.4</td>
</tr>
<tr>
<td>320</td>
<td>227.6</td>
<td>186.2</td>
<td>362.4</td>
</tr>
</tbody>
</table>

Table 8.5: Results using varying levels of labeled training examples and ten times as many unlabeled examples. In each experiment, the CNN and the discriminator network architectures are identical.

<table>
<thead>
<tr>
<th>Examples</th>
<th>MAE</th>
<th>RMSE</th>
<th>NAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labeled</td>
<td>CNN</td>
<td>GAN</td>
<td>CNN</td>
</tr>
<tr>
<td>Unlabeled</td>
<td>CNN</td>
<td>GAN</td>
<td>CNN</td>
</tr>
<tr>
<td>10</td>
<td>422.9</td>
<td>331.8</td>
<td>705.2</td>
</tr>
<tr>
<td>20</td>
<td>390.1</td>
<td>295.8</td>
<td>643.6</td>
</tr>
<tr>
<td>30</td>
<td>323.3</td>
<td>278.4</td>
<td>525.2</td>
</tr>
<tr>
<td>40</td>
<td>285.0</td>
<td>258.4</td>
<td>487.2</td>
</tr>
<tr>
<td>50</td>
<td>277.4</td>
<td>228.1</td>
<td>489.2</td>
</tr>
</tbody>
</table>

CNN always outperforms the ordinary CNN. Similarly, the RMSE of the SR-GAN always outperforms the CNN using the same amount of data. These results mirror the MAE case, with the SR-GAN with 80 labeled examples once again outperforming the CNN using 320 labeled examples.

The second set of experiments consists of using both a limited number of labeled examples and a limited number of unlabeled examples. In particular, each experiment uses ten times as many unlabeled examples as labeled examples. The results from this set of experiments are shown in Table 8.5. The readers may compare Table 8.4 and Table 8.5 for the performance of under the same numbers of labeled examples (e.g., 10, 20, and 40) but with different numbers
of unlabeled examples (e.g., 1201-10 compared to 100, 1201-20 compared to 200, 1201-40 compared to 400). It should be noted, the greatest number of labeled examples used in this set of experiments is far smaller than in the previous set of experiments. This is due to the limited total dataset size (large numbers of labeled examples would not have sufficient proportional amounts of unlabeled examples to train with).

Once again, this set of experiments clearly show the advantage of adding the generator and SR-GAN to the original CNN. In every case, the MAE and RMSE of the SR-GAN significantly outperform the CNN, often even versions of the CNN with more data. For example, the SR-GAN with 20 examples achieves an MAE which outperforms the CNN with 30, 40, and 50 labeled examples.

**SR-GAN challenges with density map predictions**

Notable from the above experiments is a lack of the density map prediction commonly used within dense crowd counting. Unfortunately, this is due to a failure to successfully train the SR-GAN using the multi-target goal with both count prediction and density map prediction. Initially, this was interpreted as being due to a lack of effective training gradients provided by the density map labeling scheme. In Chapter 9, we discuss a labeling scheme which leads to an improved training configuration and results in higher predictive accuracies for state-of-the-art crowd counting models. Despite providing a significant advancement in the area of crowd counting, this method did not result in a successful SR-GAN using the map prediction methods. This issue is discussed in more detail in Section 9.5.
Chapter 9

Crowd label topology and upsampling

Many systems have been proposed for crowd counting purposes, with most recent state-of-the-art methods being based on convolutional neural networks (CNNs). To the best of our knowledge, every CNN-based dense crowd counting approach in recent years relies on using a density map of individuals, primarily with a Gaussian-based distribution of density values centered on individuals labeled in the ground truth images. Often, these density maps are generated with the Gaussian distribution kernel sizes being dependent on a k-Nearest Neighbor (kNN) distance to other individuals \[52\]. In this chapter, we explain how this generally accepted density map labeling is lacking and how an alternative inverse kNN (i$k$NN) labeling scheme, which does not explicitly represent crowd density, provides improved counting accuracy. We show how a single i$k$NN map provides information similar to the accumulation of many density maps with different Gaussian spreads, in a form which is better suited for neural network training. This labeling provides a significant gradient spatially across the entire label while still providing precise location information of individual pedestrians (with the only exception being exactly overlapping head labelings). We show that by simply replacing density map training in an existing state-of-the-art network with our i$k$NN map
training, the testing accuracy of the network improves. This is the first major contribution of this chapter.

Additionally, coupling multi-scale upsampling with densely connected convolutional networks [51] and the proposed i$k$NN mapping, we provide a new network structure, MUD-i$k$NN, which performs favorably compared to existing state-of-the-art methods. This network uses multi-scale upsampling with transposed convolutions [53] to make effective use of the full ground truth label, particularly with respect to our i$k$NN labeling scheme. The transposed convolutions are used to spatially upsample intermediate feature maps to the ground truth label map size for comparison. This approach provides several benefits. First, it allows the features of any layer to be used in the full map comparison, where many existing methods require a special network branch for this comparison. Notably, this upsampling, comparison, and following regression module can be used at any point in any CNN, with the only change being the parameters of the transposed convolution. This makes the module useful not only in our specific network structure but also applicable in future state-of-the-art, general-purpose CNNs. Second, as this allows features which have passed through different levels of convolutions to be compared to the ground truth label map, this intrinsically provides a multi-scale comparison without any dedicated additional network branches, thus preventing redundant parameters which occur in separate branches. Third, because the transposed convolution can provide any amount of upsampling (with the features being used to specify the upsampling transformation), the upsampled size can be the full ground truth label size. In contrast, most existing works used a severely reduced size label map for comparison. These reduced sizes remove potentially useful training information. Although some recent works use full-size labels, they require specially crafted network architectures to accomplish this comparison. The proposed upsampling structure can easily be added to most networks, including widely-used general-purpose networks, such as DenseNet. This proposed network structure is the second major contribution of the chapter.
Figure 9.1: An example of a crowd image and various kinds of labelings. From left to right, on top, there is the original image, the density map, the $k$NN map with $k = 1$. On bottom, the inverse $k$NN map with $k = 1$, the inverse $k$NN map with $k = 3$, and the inverse $k$NN map with $k = 1$ shown with a log scaling (for read insight only). Note, in the case of the density map, any values a significant distance from a head labeling are very small. This is in contrast to the inverse $k$NN map, which has a significant gradient even a significant distance from a head position.

Importantly, these contributions are largely complementary to, rather than alternatives to, existing approaches. Most approaches can easily replace their density label comparison with the proposed $i_k$NN map comparison and upsampling map module, with little to no modification of the rest of their method or network architecture. As the $i_k$NN label does not sum to the count, the $i_k$NN label and map module should go hand-in-hand.

9.1 Related Work

Many works use explicit detection of individuals to count pedestrians [54, 55, 56]. However, as the number of people in a single image increase and a scene becomes crowded, these explicit detection methods become limited by occlusion effects. Early works to solve this problem relied on global regression of the crowd count using low-level features [57, 58, 59].
While many of these methods split the image into a grid to perform a global regression on each cell, they still largely ignored detailed spatial information of pedestrian locations. [60] introduced a method of counting objects using density map regression, and this technique was shown to be particularly effective for crowd counting by [4]. Since then, to the best of our knowledge, every CNN-based crowd counting method in recent years has used density maps as a primary part of their cost function [50, 61, 62, 4, 52, 63, 64, 65, 66].

A primary advantage of the density maps is the ability to provide a useful gradient for network training over large portions of the image spatially, which helps the network identify which portion of the image contains information signifying an increase in the count. These density maps are usually modeled by representing each labeled head position with a Dirac delta function, and convolving this function with a 2D Gaussian kernel [60]. This forms a density map where the sum of the total map is equal to the total count of individuals, while the density of a single individual is spread out over several pixels of the map. The Gaussian convolution allows a smoother gradient for the loss function of the CNN to operate over, thereby allowing slightly misplaced densities to result in a lower loss than significantly misplaced densities.

In some works, the spread parameter of the Gaussian kernel is often determined using a \( k \)-nearest neighbor (kNN) distance to other head positions [52]. This provides a form of pseudo-perspective which results in pedestrians which are more distant from the camera (and therefore smaller in the image) having their density spread over a smaller number of density map pixels. While this mapping will often imperfectly map perspective (especially in sparsely crowded images), it works well in practice. Whether adaptively chosen or fixed, the Gaussian kernel size is dependent on arbitrarily chosen parameters, usually fine-tuned for a specific dataset.

In a recent work [50], the authors used multiple scales of these kNN-based, Gaussian convolved density maps to provide various levels of spatial information, from large Gaussian
kernels (allowing for a widespread training gradient) to small Gaussian kernels (allowing for precise localization of density). While this approach effectively integrates information from multiple Gaussian scales, thus providing both widespread and precise training information, the network is left with redundant structures and how the various scales are chosen is fairly ad hoc. Our alternative $i_k$NN labeling method supersedes these multiple scale density maps by providing both a smooth training gradient and precise label locations (in the form of steep gradients) in a single label. Our new network structure utilizes a single branch CNN structure for multi-scale regression. Together with the $i_k$NN labeling, it provides the benefits of numerous scales of these density maps.

Nearly all these CNN-based approaches use a reduced label size. Some recent works \cite{63,64} have begun using full resolution labels. In contrast, even to these works, we provide a generalized map module which can be added to existing network structures allowing them to take advantage of larger resolutions. The proposed network is based off the DenseNet201 \cite{51}, with the novel map module added to the end of each DenseBlock. This map module can be added to most CNN architectures with little or no modification to the original architecture.

Our $i_k$NN mapping is somewhat related to a distance transform, which has been used for counting in other applications \cite{67}. However, the distance transform is analogous to a $k$NN map, rather than our $i_k$NN. To our knowledge, neither the distance transform nor a method analogous to our $i_k$NN labeling has been used for dense crowd counting.

### 9.2 Inverse $k$-Nearest Neighbor Map Labeling

We propose using full image size $i_k$NN maps as an alternative labeling scheme from the commonly used density map explained in Section 9.1. Formally, the commonly used density
map \([50, 61, 62, 4, 52]\) is provided by,

\[
D(\mathbf{x}, f(\cdot)) = \sum_{h=1}^{H} \frac{1}{\sqrt{2\pi f(\sigma_h)}} \exp \left( -\frac{(x - x_h)^2 + (y - y_h)^2}{2f(\sigma_h)^2} \right),
\]

where \(H\) is the total number of head positions for the example image, \(\sigma_h\) is a size determined for each head position \((x_h, y_h)\) using the \(k\)NN distance to other heads positions (a fixed size is also often used), and \(f\) is a manually determined function for scaling \(\sigma_h\) to provide a Gaussian kernel size. For simplicity, in our work we define \(f\) as a simple scalar function given by \(f(\sigma_h) = \beta \sigma_h\), with \(\beta\) being a hand-picked scalar. Though they both apply to head positions, the use of \(k\)NN for \(\sigma_h\) in the density map is not to be confused with the full \(k\)NN map used in our method, which is defined by,

\[
K(\mathbf{x}, k) = \frac{1}{k} \sum_{h \in \mathcal{H}} \min_k \left( \sqrt{(x - x_h)^2 + (y - y_h)^2}, \forall h \in \mathcal{H} \right),
\]

where \(\mathcal{H}\) is the list of all head positions. In other words, the \(k\)NN distance from each pixel, \((x, y)\), to each head position, \((x_h, y_h)\), is calculated.

To produce the inverse \(k\)NN (\(i_k\)NN) map, we use,

\[
M = \frac{1}{K(\mathbf{x}, k) + 1},
\]

where \(M\) is the resulting \(i_k\)NN map, with the addition and inverse being applied element-wise.

To understand the advantage of an \(i_k\)NN map over a density map, we can consider taking the generation of density maps to extremes with regard to the spread parameter of the Gaussian kernel provided by \(f\). A similar explanation is illustrated in Figure [9.2]. At one extreme, is a Gaussian kernel with zero spread. Here the delta function remains unchanged, which in practical terms translates to a density map where the density for each pedestrian is fully residing on a single pixel. When the difference between the true and predicted density
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Figure 9.2: A comparison of the values of map labeling schemes with respect to the distance from an individual head position (normalized for comparison). Two Gaussians are shown in green. The narrow Gaussian provides a precise location of the head labeling. However, it provides little training information as the distance from the head increases. The wide Gaussian provides training information at a distance, but gives an imprecise location of the head position, resulting in low training information near the correct answer. The blue line shows a composite of several Gaussians with spread parameters between those of the two extremes (50 uses 3 Gaussian spreads in their work). This provides both precise and distant training losses. Our approach of the i\(k\)NN map shown in red (with \(k = 1\)) approaches a map function with a shape similar to the integral on the spread parameter of all Gaussians for a spread parameter range from 0 to some constant. Additionally, our method provides both the precise and distant gradient training information in a single map label. Also notable, is that even the large Gaussian shown here approaches near zero much sooner than the i\(k\)NN map value.

maps is used to calculate a training loss, the network predicting density 1 pixel away from the correct labeling is considered just as incorrect as 10 pixels away from the correct labeling. Obviously, this is not desired, as it both creates a discontinuous training gradient, and the training process is intolerant to minor spatial labeling deviations. The other extreme is a very large Gaussian spread. This results in inexact spatial information of the location of the density. At the extreme, this provides no benefit over a global regression, which is the primary purpose for using a density map in the first place. Any intermediate Gaussian spread has an intermediate degree of both these problems. Using multiple scales of Gaussian spread, 50 tries to obtain the advantage of both sides. However, the size of the scales and the
number of scales are then arbitrary and hard to determine.

In contrast, a single $i_k$NN map provides a substantial spatial gradient everywhere while still providing steep gradients in the exact locations of individual pedestrians. An example of our $i_k$NN map compared with a corresponding density map labeling can be seen in Figure 9.1. Notably, [50] uses 3 density maps with different Gaussian spread parameters, with the Gaussian spread being determined by the $k$NN distance to other head positions multiplied by one of the 3 spread parameters. We note that for a single head position, all Gaussian distributions integrated over the spread parameter from 0 to some constant $\alpha$ results in a form of the incomplete gamma function. This function has a cusp around the center of the Gaussians. Similarly, the inverse of the $k$NN map also forms a cusp at the head position and results in similar gradients of loss given misplaced density/distance values as the spread integrated Gaussian function. In our experiments, we found that an inverse $k$NN map outperformed density maps with ideally selected spread parameters (and further outperformed general use selected spread parameters).

In one experiment, we use [50]’s network architecture, which utilized DenseBlocks [51] as the basis, but we replace the density maps with $i_k$NN maps and show there is an improvement in the prediction’s mean absolute error. This demonstrates the direct improvement of our $i_k$NN method on an existing state-of-the-art network. Note, the regression module from $i_k$NN map to count is then also required to convert from the $i_k$NN map to a count. The difference in error between the original approach in [50] and the network in [50] with our $i_k$NN maps, though improved, is relatively small. We suspect this is because the density maps (or $i_k$NN maps) used during training are downsampled to a size of 28x28 (where the original images and corresponding labels are 224x224). This severe downsampling results in more binning of pixel information, and this seems to reduce the importance of which system is used to generate that label. At the extreme case, when downsampled to a single value, both approaches would only give the global count in the patch (where the $i_k$NN map gives
the inverse of the average distance from a pixel to a head labeling which can be translated to an approximate count). This downsampling is a consequence of the network structure only permitting labels of the same spatial size as the output of the DenseBlocks. Our network (which is described below) remedies this through transposed convolutions, allowing for the use of the full-size labels.

9.3 MUD-ikNN: A New Network Architecture

We propose a new network structure, MUD-ikNN, with both multi-scale upsampling using DenseBlocks [51] and our ikNN mapping scheme. We show that the new MUD-ikNN structure performs favorably compared with existing state-of-the-art networks. In addition to the use of ikNN maps playing a central role, we also demonstrate how features with any spatial size can contribute in the prediction of ikNN maps and counts through the use of transposed convolutions. This allows features of various scales from throughout the network to be used for the prediction of the crowd.
The proposed MUD-i$k$NN network structure is shown in Figure 9.3. Our network uses the DenseBlock structures from DenseNet201 \cite{51} in their entirety. DenseNet has been shown to be widely applicable to various problems. The output of each DenseBlock (plus transition layer) is used as the input to the following DenseBlock, just as it is in DenseNet201. However, each of these outputs is also passed to a transposed convolutional layer (excluding the final DenseBlock output). These transposed convolutions are given a stride and kernel size such that output is the size of the i$k$NN map, and no spatial input dimensions have their output overlap in the produced i$k$NN map. This form of upsampling allows the feature depth dimensions to contribute to the gradients of the map values in the predicted i$k$NN map. Both the stride and kernel size of the transposed convolutions of our network are 8, 16, and 32.

The i$k$NN map generated at each level is individually compared against the ground truth i$k$NN map, each producing a loss which is then summed,

$$
\mathcal{L}_m = \sum_j \text{MSE}(\hat{M}_j, M_j)
$$

(9.4)

where \( j \) is the index of the DenseBlock that the output came from, \( M \) is the i$k$NN map labeling, and \( \hat{M} \) is the predicted map labeling.

Each i$k$NN map is then also used as the input to a small regression module. This module is a series of small convolutional layers, shown in the inset of Figure 9.3. The sizes of these layers are specified in Table 9.1. The regression module then has a singleton output, corresponding to the predicted crowd count.

The mean of all predicted crowd counts from the regression modules, three in Figure 9.3 and the output of the final DenseBlock is used as the final count prediction.

$$
\mathcal{L}_c = \text{MSE} \left( \frac{\hat{C}_{\text{end}} + \sum_{j=1}^{m} \hat{C}_j}{m+1}, C \right)
$$

(9.5)
Table 9.1: A specification of the map module layers. This module is used at 3 points throughout our network as shown in Figure 9.3 so the initial input size varies. However, the transposed convolution always produces a predicted map label which is uniform size (1x224x224).

with $C$ being the ground truth count, $\hat{C}_{end}$ being the regression count output by the final DenseBlock, and $\hat{C}_j$ being the count from the $j$th map regression module ($j = 1, 2, ..., m; m = 3$ in Figure 9.3). This results in a total loss given by $L = L_m + L_c$.

This approach has multiple benefits. First, if an appropriately sized stride and kernel size are specified, the transposed convolutional layer followed by $iK$NN map prediction to regression module can accept any sized input. This means this module of the network is very generalizable and can be applied to any CNN structure at any point in the network. For example, an additional DenseBlock could be added to either end of the DenseNet, and another of these map modules could be attached. Second, each $iK$NN map is individually trained to improve the prediction at that layer, which provides a form of intermediate supervision, easing the process of training earlier layers in the network. At the same time, the final count is based on the mean values of the regression modules. This means that if any individual regression module produces more accurate results, its results can individually be weighted as being more important to the final prediction.
We note that the multiple Gaussian approach by [50] has some drawbacks. The spread of the Gaussians, as well as the number of different density maps, is somewhat arbitrary. Additionally, without upsampling, a separate network branch is required to maintain spatial resolution. This results in redundant network parameters and a final count predictor which is largely unconnected to the map prediction optimization goal. Our upsampling approach allows the main network to retain a single primary branch and connects all the optimization goals tightly to this branch.

The input to the network is $224 \times 224$ image patches. The $i_k$NN maps (or density maps) use the same size patches. Each map regression module contains the layers specified in Table 9.1 At evaluation time, a sliding window with a step size of 128 was used for each patch of the test images, with overlapping predictions averaged.

Network code and hyperparameters can be found at [https://github.com/golmschenk/sr-gan](https://github.com/golmschenk/sr-gan).

### 9.4 Experimental Results

#### 9.4.1 Evaluation metrics

For each dataset that we evaluated our method on, we provide the mean absolute error (MAE), normalized absolute error (NAE), and root mean squared error (RMSE). These are given by the following equations:

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |\hat{C}_i - C_i| \tag{9.6}
\]

\[
\text{NAE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{C}_i - C_i}{C_i} \right| \tag{9.7}
\]
\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{C}_i - C_i)^2}
\] (9.8)

In the first set of experiments, we demonstrate the improvement of the \(ik\)NN labeling scheme compared to the density labeling scheme. We trained our network using various density maps produced with different Gaussian spread parameters, \(\beta\) (as described in Section 9.2), and compared these results to the network using \(ik\)NN maps with varying \(k\). We also analyze the advantage of upsampling the label for both density and \(ik\)NN maps. In the second set of experiments, we provide comparisons to the state-of-the-art on standard crowd counting datasets. In these comparisons, the best \(ik\)NN map and density map from the first set of experiments is used. Most works provide their MAE and RMSE results. [50] provided the additional metric of NAE. Though this result is not available for many of the datasets, we provide our own NAE on these datasets for future works to refer to. The most directly relevant work, [50], has only provided their results for their latest dataset, UCF-QNRF. As such, their results only appear in regard to that dataset. Finally, we offer a general analysis of the results using our \(ik\)NN maps and upsampling approaches. General statistics about the datasets used in our experiments is shown in Table 9.2.

### 9.4.2 Impact of labeling approach and upsampling

#### Density maps vs \(ik\)NN maps

We used the ShanghaiTech dataset [52] part A for this analysis. The results of these tests are shown in Table 9.3. The density maps provide a curve, where too large and too small of spreads perform worse than an intermediate value. Even when choosing the best value (where \(\beta = 0.3\)), which needs to manually determined, the i1NN label significantly outperforms the density label.
Included in the table are experiments, in the fashion of [50], with density maps using 3 different $\beta$ values. Here $\beta_1$ denotes the spread parameter used as the label map for the first map module, while $\beta_2$ and $\beta_3$ are for the second and third modules. Contrary to [50]’s findings, we only gained a benefit from 3 density labels when the first output had the smallest spread parameter. Even then, the gain was minimal. Upon inspection of the weights produced by the network from the map to the count prediction, the network reduces the predictions from the non-optimal $\beta$ maps to near zero and relies solely on the optimal map (resulting in a reduced accuracy compared to using the optimal map for each map module).

With varying $k$, we find that an increased $k$ results in lower accuracy. This is likely due to the loss of precision in the location of an individual. The most direct explanation for this can be seen in the case of $k = 2$. Every pixel on the line between two nearest head positions would have the same map value, thus losing the precision of an individual location.

### Upsampling analysis

Most existing works use a density map with a reduced size label for testing and training. Those that use the full label resolution design specific network architectures for the high-resolution labels. Our map module avoids this constraint by upsampling the label using a trained transposed convolution, which can be integrated into most existing architectures. Using the ShanghaiTech part A dataset, we tested our network using various label resolutions to determine the impact on the predictive abilities of the network. These results can be seen in Table 9.3. Experiments without no label resolution given are $224 \times 224$. From these results,
### Table 9.3

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>NAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.3}$ 28x28</td>
<td>79.0</td>
<td>0.209</td>
<td>120.5</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.3}$ 56x56</td>
<td>74.8</td>
<td>0.181</td>
<td>121.0</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.3}$ 112x112</td>
<td>73.3</td>
<td>0.176</td>
<td>119.1</td>
</tr>
<tr>
<td><strong>MUD-i1NN</strong> 28x28</td>
<td>75.8</td>
<td>0.180</td>
<td>120.3</td>
</tr>
<tr>
<td><strong>MUD-i1NN</strong> 56x56</td>
<td>72.7</td>
<td>0.181</td>
<td>117.4</td>
</tr>
<tr>
<td><strong>MUD-i1NN</strong> 112x112</td>
<td>70.8</td>
<td>0.166</td>
<td>117.0</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.05}$</td>
<td>84.5</td>
<td>0.233</td>
<td>139.9</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.1}$</td>
<td>76.8</td>
<td>0.189</td>
<td>120.3</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.2}$</td>
<td>75.3</td>
<td>0.175</td>
<td>124.2</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.3}$</td>
<td>72.7</td>
<td>0.174</td>
<td>120.4</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.4}$</td>
<td>75.7</td>
<td>0.176</td>
<td>130.5</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.5}$</td>
<td>76.3</td>
<td>0.182</td>
<td>130.0</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.5}, \beta_{0.3}, \beta_{0.05}$</td>
<td>78.5</td>
<td>0.205</td>
<td>124.2</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.5}, \beta_{0.3}, \beta_{0.05}$</td>
<td>77.8</td>
<td>0.207</td>
<td>124.9</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.4}, \beta_{0.2}, \beta_{0.1}$</td>
<td>76.7</td>
<td>0.202</td>
<td>122.7</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.1}, \beta_{0.2}, \beta_{0.4}$</td>
<td>75.1</td>
<td>0.191</td>
<td>119.0</td>
</tr>
<tr>
<td><strong>MUD-density</strong> $\beta_{0.2}, \beta_{0.3}, \beta_{0.4}$</td>
<td>76.0</td>
<td>0.196</td>
<td>122.1</td>
</tr>
<tr>
<td><strong>MUD-i1NN</strong></td>
<td>68.0</td>
<td>0.162</td>
<td>117.7</td>
</tr>
<tr>
<td><strong>MUD-i2NN</strong></td>
<td>68.8</td>
<td>0.168</td>
<td>109.0</td>
</tr>
<tr>
<td><strong>MUD-i3NN</strong></td>
<td>69.8</td>
<td>0.169</td>
<td>110.7</td>
</tr>
<tr>
<td><strong>MUD-i4NN</strong></td>
<td>72.2</td>
<td>0.173</td>
<td>116.0</td>
</tr>
<tr>
<td><strong>MUD-i5NN</strong></td>
<td>74.0</td>
<td>0.182</td>
<td>119.1</td>
</tr>
<tr>
<td><strong>MUD-i6NN</strong></td>
<td>76.2</td>
<td>0.188</td>
<td>120.9</td>
</tr>
</tbody>
</table>

Table 9.3: Results using density maps vs $i$kNN maps with varying $k$ and $\beta$, as well as the various upsampling resolutions on the ShanghaiTech Part A dataset. If a resolution is not shown, it is the default $224 \times 224$. Multiple $\beta$ correspond to a different Gaussian density map for each of the 3 map module comparisons.
it is clear that the higher resolution leads to higher accuracy. Note, this results in a minor change to the map module structure, as the final convolution kernel needs to match the remaining spatial dimension. A set of predicted $i_k$NN map labels can be seen in Figure 9.4, where a grid pattern due to the upsampling can be identified in some cases.

9.4.3 Comparisons on standard datasets

The following demonstrates our network’s predictive capabilities on various datasets, compared to various state-of-the-art methods. Again, we note that our improvements are expected to be complementary to the existing approaches, rather than alternatives.

For these experiments, we used the best $k$, 1, and best $\beta$, 0.3, from the first set of experiments.

The first dataset we evaluated our approach on is the UCF-QNRF dataset [50]. The results of our MUD-$i_k$NN network compared with other state-of-the-art networks are shown in Table 9.4. Our network significantly outperforms the existing methods. Along with a comparison of our complete method compared with the state-of-the-art, we compare with [50]'s network, but replace their density map predictions and summing to count with our
i$k$NN map prediction and regression to count. Using the $i$k$NN maps, we see that their model sees improvement in MAE with $i$k$NN maps, showing the effect of the $i$k$NN mapping.

The second dataset we evaluated our approach on is the ShanghaiTech dataset \[52\]. The dataset is split into two parts, Part A and Part B. For both parts, we used the training and testing images as prescribed by the dataset provider. The results of our evaluation on part A are shown in Table 9.5. Our MUD-$i$k$NN network slightly outperforms the state-of-the-art approaches on this part. The results of our evaluation on part B are shown in Table 9.6. Here our network performs on par or slightly worse than the best-performing methods.

The third dataset we evaluated our approach on is the UCF-CC-50 dataset \[68\]. We followed the standard evaluation metric for this dataset of a five-fold cross-evaluation. The
<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>NAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-ConvNet-v1</td>
<td>18.7</td>
<td>-</td>
<td>26.0</td>
</tr>
<tr>
<td>ACSCP</td>
<td>17.2</td>
<td>-</td>
<td>27.4</td>
</tr>
<tr>
<td>ic-CNN</td>
<td>10.7</td>
<td>-</td>
<td>16.0</td>
</tr>
<tr>
<td>CSRNet</td>
<td>10.6</td>
<td>-</td>
<td>16.0</td>
</tr>
<tr>
<td>MUD-densityβ0.3</td>
<td>16.6</td>
<td>0.130</td>
<td>26.9</td>
</tr>
<tr>
<td>MUD-i1NN</td>
<td>13.4</td>
<td>0.107</td>
<td>21.4</td>
</tr>
</tbody>
</table>

Table 9.6: Results on the ShanghaiTech Part B dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>NAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACSCP</td>
<td>291.0</td>
<td>-</td>
<td>404.6</td>
</tr>
<tr>
<td>D-ConvNet-v1</td>
<td>288.4</td>
<td>-</td>
<td>404.7</td>
</tr>
<tr>
<td>CSRNet</td>
<td>266.1</td>
<td>-</td>
<td>397.5</td>
</tr>
<tr>
<td>ic-CNN</td>
<td>260.9</td>
<td>-</td>
<td>365.5</td>
</tr>
<tr>
<td>MUD-densityβ0.3</td>
<td>246.44</td>
<td>0.188</td>
<td>348.1</td>
</tr>
<tr>
<td>MUD-i1NN</td>
<td>237.76</td>
<td>0.191</td>
<td>305.7</td>
</tr>
</tbody>
</table>

Table 9.7: Results on the UCF-CC-50 dataset.

results of our evaluation on this dataset can be seen in Table 9.7.

Overall, our network performed favorably compared with existing approaches. An advantage to our approach is that our modifications can be applied to the architectures we’re comparing against. The most relevant comparison is between the i\(k\)NN version of the MUD network, and the density map version. Here, the i\(k\)NN approach always outperformed the density version. We speculate that the state-of-the-art methods we have compared with, along with other general-purpose CNNs, could be improved through the use of i\(k\)NN labels and upsampling map modules.

9.5 i\(k\)NN Maps and the SR-GAN

While the improvements demonstrated by the i\(k\)NN maps alone are a significant development, their main focus in this work was to overcome a challenge presented by the use of semi-
supervised GANs for crowd counting. In particular, the multiple goal aspect commonly used in dense crowd counting, the prediction of both a form of localization of the person density in the image and the total count. Most state-of-the-art approaches to dense crowd counting use such a map prediction as a secondary loss function to improve the accuracy of their predictions, as we have seen throughout this chapter. However, adding such a secondary goal greatly increases the complexity of training the SR-GAN.

With the map prediction, if the matching and contrasting losses are not also applied to the map prediction, the network may sacrifice accuracy in the counting goal to improve the map prediction, as there is no semi-supervised loss to contend with. Applying the semi-supervised metrics to the features of the map prediction cause additional problems, as the number of features (and therefore their weight) are much greater. Manually balancing the weights is challenging (as the magnitude of the map and count features are not intrinsically proportional) and any such manual balancing introduces a new arbitrary parameter that may not generalize well. The results of Section 5.2 provided a way to auto-balance the parameters in the SR-GANs algorithm. However, in this more complex situation, the number of parameters to weigh the losses are doubled. These parameters now affect losses from various parts in the network, with various types of losses being considered. This makes the self-balancing approach intractable.

Preliminary experiments suggested the challenge of training the SR-GAN to handle the map and count optimization goals simultaneously arose from the inconsistent training gradient of the density label scheme. The $i_k$NN labeling method was expected to remedy this training issue. While it likely still had an impact to this effect, our preliminary experiments using the SR-GAN with the $i_k$NN map did not produce better results than the standard DNN approach, due to the issue of loss balancing described above.

This is not to suggest that there is not a solution to this issue, but rather that this work does not present the solution. This is a line of research which should be continued. Likely,
the issue is not with the SR-GAN specifically, but the current map comparison approach in dense crowd counting. Currently, the map comparisons in dense crowd counting are given an arbitrary weight to overall optimization function (which combines both map and count goals). Adding a scalar multiplier to the map or count loss demonstrates that the optimal multiplier is not unity. As of now, the multiplier chosen is manually selected, arbitrary, and changes depending on the dataset. Should a more methodological approach be devised for the selection of this weighting, a generalized SR-GAN implementation with the new mapping topology could be more easily devised.
Chapter 10

Conclusion and Discussion

Throughout this work, we have presented a means by which to train semi-supervised GANs in a regression situation. The new SR-GAN algorithm was explained in detail. A set of optimization rules which allows for stable, consistent training when using the SR-GAN (including experiments demonstrating the importance of these rules) were given. We performed systematic experiments using the SR-GAN on the real-world applications of age estimation, driving steering angle prediction, and crowd counting, all from single images, showing the benefits of SR-GANs over existing approaches. Adding the SR-GAN generator and objectives to a CNN when unlabeled data is available almost always increases the predictive accuracy of the CNN. We believe this work demonstrates a way in which semi-supervised GANs can be applied generally to a wide range of regression problems with little or no change to the algorithm presented here. This work allows such problems to be solved using deep learning with significantly less labeled training data than was previously required.

Additionally, we have presented a new form of labeling for crowd counting data, the $i_k$NN map. We have compared this labeling scheme to commonly accepted labeling approach for crowd counting, the density map. We show that using the $i_k$NN map with an existing state-of-
the-art network improves the accuracy of the network compared to density map labelings. We have demonstrated the improvements gained by using increased label resolutions and provide an upsampling map module which can be generally used by other crowd counting architectures. These approaches can easily be incorporated into other crowd counting techniques, as we have incorporated them into DenseNet, which resulted in a network which performs favorably compared with the state-of-the-art.

The SR-GAN method provides the opportunity for countless future endeavors. This work has shown its generalizability, by applying the method successfully to four applications, three of which are real-world tasks. As noted in Section 1.1, there are many regression problems which DNNs are currently being employed to solve, and the set of interesting regression tasks is limitless. The first expansion of this work is simply to apply it to more tasks and to reap the benefits of its potential. The number of works which have begun to exploit GANs for semi-supervised learning is quite limited, especially in regression tasks, largely due to the lack of a general method prior to this work. Anyone of the many applications listed in Section 1.1 among others, are candidates for gaining improvement from the SR-GAN.

Additionally, this work has also only explored the use of the SR-GAN on a single layer using a single feature statistic. Specifically, the final feature layer using the mean value of each feature for the contrasting and matching metrics. Though this approach proved to be a successful one, greater benefits may come from exploring other metrics. For example, the statistics of earlier feature layers or jointly from many feature layers may provide additional benefits. Furthermore, only the mean was used as the comparing statistic in this work. Using the variance as a metric may provide additional value. Alternatively, a higher-order moment of the statistics (where mean is the first-order moment, variance the second-order moment, skewness the third-order moment, etc).

Finally, this work provides some fascinating insight into what CNNs are actually finding in their search to improve the regression value prediction. When the generator is trained
to produce a realistic-looking image, the images have a high degree of realism, often being indistinguishable to a human observer from a real image. However, when the generator is trained to improve the performance of a discriminator in the prediction accuracy task, the images from the generator appear less real. This suggests that the characteristics of an image which help the discriminator accomplish a prediction task are not the same as those that make an image appear real. This is an exciting line of inquiry which has not been explored in this work but would be of great interest to peruse, as it brings to the forefront the understanding of how a DNN currently "thinks" differently than the human mind.
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